
Part 1: The Limits of Classical Physics

We start by discussing several situations or experiments that can not be understood
using classical ideas. This will introduce the ideas of quantization and the important
role of probability.

Blackbody radiation and the UV catastrophe

What are the properties of electromagnetic radiation in thermal equilibrium with mat-
ter at temperature T? Specifically, we would like to know the spectral energy density
un(T), where

un(T)dn

is the energy per unit volume in radiation with frequency between n and n + dn. This
question comes up when thinking about how electromagnetism and thermodynamics
go together.

Exercise 1: What are the units of un?

Let’s start off with a reminder about electromagnetic waves and the wave equation
in electromagnetism1. Maxwell’s equations in vacuum )

1
c2

∂2E
∂t2 = r2E

a wave equation for the electric field E (can write the same thing for the magnetic field
B). The plane wave solutions are2

E µ eik·r�iwt

where
k =

�
kx, ky, kz

�

is the wavevector. The dispersion relation is

w = 2pn = c |k| = c
2p

l
.

The wave propagates in the direction k̂.
Now think about electromagnetic waves in thermal equilibrium. How much en-

ergy is contained in the waves? A way to calculate this is to use the idea of equiparti-
tion of energy from classical thermodynamics. In thermal equilibrium, every degree
of freedom gets 1

2 kBT of energy. For an oscillator, there are two degrees of freedom
(kinetic plus potential energy, or here we have E and B), so the total is kBT. Each EM
wave gets kBT of energy.

1This is also useful because we’ll see the same solutions come up when we solve the Schrödinger
equation later.

2Recall that when we use complex notation and write the wave as µ eikx for example, we really mean
Re

⇣
eikx

⌘
= cos kx. The real part gives the physical quantity.

1



To calculate the energy density, we just need to know the number of waves per
unit volume for a given small frequency range between n and n + dn. We get this by
counting how many standing waves with that frequency fit in a box of volume V. In
1D, the standing waves are uniformly spaced in frequency (wavelength µ L/n where
L is the length of the box, so that frequency µ n). So for any frequency range n to
n + dn we would get the same number of modes independent of the value of n. But in
3D, we can distribute the nodes in different ways between the x, y, or z directions,

k2 = k2
x + k2

y + k2
z µ n2

x + n2
y + n2

z

where k2 = (2pn)2/c2 is fixed. I’m going to leave the details to the Appendix, and just
quote the result here. The number of modes with frequency between n and n + dn is

8pn2dn

c3 V. (1)

Note that this is µ n2. As you go to higher frequency/shorter wavelength, there are
many more combinations of kx, ky and kz that give the same frequency n = c |k| /2p.

If we give each of the standing wave modes kBT of energy, we get the Rayleigh-
Jeans law

un(T) =
8pn2

c3 kBT. (2)

This is the classical equation for the spectral energy density of thermal radiation. It
has two major problems! First, observed thermal radiation does show un µ n2 at low
frequency, but sharply turns over at high frequencies:

Second, even just looking at equation (2), we can tell something is wrong. Imagine
calculating the total energy density in radiation U =

R •
0 dn un. Because un µ n2 the

integrand diverges at high frequency, and U ! •! This is called the ultraviolet (UV)
catastrophe.
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Planck’s solution

Planck solved this problem by making a simple suggestion, that each mode is quan-
tized. At each frequency n, the energy can only take the discrete values

E = nhn n = 0, 1, 2, ...(integer).

The constant h is Planck’s constant and has a value

h = 6.626 ⇥ 10�34 Js.

[We will also often use the quantity h̄ (“h-bar”)

h̄ = 1.055 ⇥ 10�34 Js

where then the energy is E = nh̄w.]
How does this solve the problem? There are two different limits you can imagine.

For low frequencies, the spacing between energy levels hn is much smaller than the
thermal energy kBT. Then the energy kBT that we want to put into that frequency can
easily be accommodated by choosing the right value of n, ie. the value of n closest to
kbT/hn. For kBT � hn, we won’t notice the slight difference between the actual value
of kBT/hn and the nearest integer. This is the classical limit.

But in the other limit, at high frequencies where hn � kBT, the energy required
even for n = 1 is way more than we have available in thermal energy. You don’t
then expect those frequencies to have any energy. This is why un turns over at high
frequency. This is the quantum limit.

Exercise 2: Use the figure on the previous page to estimate the temperature of the
cosmic microwave background.

Even when hn > kBT, there is always some chance that the mode will have some
energy because of thermal fluctuations – the probability that the mode with frequency
n has energy nhn is given by a Boltzmann factor Prob(n) µ e�nhn/kBT. Use this in the
following exercise:3

Exercise 3: Use this probability to calculate the average energy in the mode with
frequency n at temperature T. Check the limits of your expression when hv � kBT
and hn ⌧ kBT. Are they what you expect?
You can use the result:

Â•
n=0 nxe�nx

Â•
n=0 e�nx =

x
ex � 1

.

What is your prediction for un(T)?

You should find the Planck spectrum

un(T) =
8pn2dn

c3
hn

ehn/kBT � 1
.

3Once again, I have an ulterior motive for asking you to do this, which is to practise using a probabil-
ity distribution to calculate an average, we’ll be doing this later with the wavefunction.
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Photoelectric effect

The photoelectric effect is the ejection of electrons from the surface of a metal when
illuminated with light.

It has the following properties:

• electrons are emitted only for frequencies larger than a critical value n > n0

• whether or not electrons are emitted does not depend on the intensity of the
radiation, only the frequency

• the current (rate at which electrons are ejected) does depend on the intensity

• the electron energy is µ n and independent of intensity

Exercise 4: Make sure you can explain why this provides direct evidence that light
comes in individual quanta (photons) with energy µ n.

Typically the work function is a few eV (1 eV = 1.6 ⇥ 10�19 J). Setting hn0 = 3 eV
gives n0 ⇡ 7 ⇥ 1014 Hz or l ⇡ 0.4 µm. This corresponds to the blue end of optical
light.
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Wave-like nature of particles

De Broglie suggested that a particle with momentum p should have an associated
wavelength

l =
h
p

,

the de Broglie wavelength, and that particles such as electrons will show wave char-
acter if some critical lengthscale in the system is . l. This is wave-particle duality.

An example is electron or neutron diffraction used to study crystal structure:

If the crystal spacing is a ⇠ 10�10 m = 1Å, then the corresponding electron energy
needed to see interference is

Ee ⇠
1

2me

✓
h
l

◆2
⇠ 3 ⇥ 10�17 J ⇠ 200 eV.

Exercise 5: What would the energy of neutrons have to be to see interference? Do
you think it would be easy to make such a neutron source?
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Double-slit experiment

The double-slit experiment emphasizes the role of probability and the statistical na-
ture of predictions in quantum mechanics. Here is the setup, you should know what
to expect classically (treating the light as a wave):

Now think about photons. A useful thought experiment is to consider the limit of
very low intensity, so that photons are going one by one through the apparatus. The
arrival of individual photons can be detected at the screen. Gradually the interference
pattern builds up — the wave description is telling us the probability that a particle
will arrive at any location on the screen. This is shown in the figure on the next page,
which I took from wikipedia page on the double-slit experiment.

How do we describe this situation? In wave mechanics, we will be solving a wave
equation (the Schrödinger equation) for a quantity Y (the wave function) that tells
us the probability of a particle being in a particular location — uncertainty and prob-
ability are an intrinsic part of the theory.

This experiment also illustrates the critical role of the observer. If we install de-
tectors that tell us whether the particle went through the top slit or bottom slit, the
interference pattern goes away — as if we had run two separate one-slit experiments.
Only when the slit that the particle went through has not been determined do both
paths contribute to give an interference pattern. We’ll come back to this idea, that
measurement leads to “collapse of the wave function” – once we determine that the
particle has passed through the upper slit for example, we know its trajectory, whereas
without knowing which slit it went through, both possibilities are open and interfere.
The act of observing changes the experiment.
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APPENDIX: Calculation of density of states (eq. 1)

This something you might have seen already in a statistical mechanics course. It is not
important for our class, so I include it here as an Appendix.
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Part 2: Wave Mechanics and Free Particles

The Wavefunction and Schrödinger Equation

Consider a particle moving in a one-dimensional potential V(x, t). Classically, it’s
equation of motion would be

dp
dt

= �∂V
∂x

with a conserved total energy

E =
p2

2m
+ V.

In quantum mechanics, we describe the state of the particle by

the wavefunction Y (x, t)

where
|Y(x, t)|2 dx = Y?(x, t)Y(x, t) dx

is the probability of finding the particle between x and x + dx.
The wavefunction is normalized

Z •

0
|Y(x, t)|2 dx = 1

(the particle must be located somewhere!) and satisfies the Schrödinger Equation

ih̄
∂Y
∂t

= � h̄2

2m
∂2Y
∂x2 + V(x, t)Y,

a wave equation for Y.
The solution to the Schrödinger equation is deterministic in the sense that given

initial conditions for Y we can solve to find Y for all future times. But the interpre-
tation of Y is statistical in nature – we can’t predict with certainty the position of a
particle at a future time, all we know is the probability density function for its loca-
tion, |Y|2.

Exercise 6: Write down an expression for the average position of a particle hxi
given the wavefunction Y(x, t).

Exercise 7: Imagine a particle in a box of size L (the potential is V = 0 for 0 < x < L
and V = • otherwise). Is Y = sin(3px/L) a valid wavefunction for the particle?
If not, how would you fix it? Where is the particle most likely to be found?
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Plane waves and the momentum operator

Since the Schrödinger equation is a wave equation, we could try a plane wave solu-
tion, i.e. Y µ eikx�iwt. Substituting this into the Schrödinger equation gives

h̄wY =
h̄2

2m
k2Y + VY.

This equation is only satisfied everywhere if V is constant. For simplicity, let’s set that
constant to zero, V = 0, which is equivalent to thinking about a free particle. Then the
plane wave solution works as long as

h̄w =
(h̄k)2

2m
.

We already know from the de Broglie relation that

p =
h
l
= h̄k

is the momentum, so the right hand side is p2/2m. The left hand side is therefore the
energy

E = h̄w ) w =
E
h̄

.

Therefore the free particle wavefunction is

Yp(x, t) µ eipx/h̄e�Et/h̄,

and describes a particle moving with fixed momentum p in a constant potential, where
E = p2/2m.

Exercise 8: How is the wavefunction modified if V 6= 0?

Exercise 9: Where is the particle most likely to be found?

The kinetic energy term in Schrödinger’s equation involves two derivatives and
gives p2. This suggests that if we want to find the momentum of a particle, we differ-
entiate once, in particular

h̄
i

∂

∂x
Yp = pYp.

We refer to (h̄/i)(∂/∂x) as the momentum operator which we write as p̂. The momen-
tum operator acts on the free particle wavefunction to return the momentum

p̂Yp = pYp.

We see that the free particle wavefunction Yp is an eigenfunction of the momentum
operator whose eigenvalue is the momentum p of that state.
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Conservation of probability

The rate of change of the probability density |Y|2 is

∂ |Y|2

∂t
= Y? ∂Y

∂t
+ Y

∂Y?

∂t

=
Y?

ih̄

"
� h̄2

2m
∂2Y
∂x2 + VY

#
� Y

ih̄

"
� h̄2

2m
∂2Y?

∂x2 + VY?

#
,

where we use Schrödinger’s equation to substitute for ∂Y/∂t and ∂Y?/∂t. The poten-
tial terms cancel, giving

∂ |Y|2

∂t
=

ih̄
2m


Y? ∂2Y

∂x2 � Y
∂2Y?

∂x2

�
.

Now bring one of the derivatives outside:

∂ |Y|2

∂t
=

ih̄
2m

∂

∂x


Y? ∂Y

∂x
� Y

∂Y?

∂x

�
.

This equation is in flux-conservative form

∂ |Y|2

∂t
= � ∂

∂x
JY

where
JY =

ih̄
2m


Y? ∂Y

∂x
� Y

∂Y?

∂x

�

is the probability flux.
This is the general form of a conservation law. To see this, integrate over a region

from x = a to x = b:

d
dt

Z b

a
|Y|2 dx = �

Z b

a
dx

∂

∂x
JY = JY(x = a)� JY(x = b).

The probability of the particle being between x = a and x = b changes if there is a net
flux of probability across the boundaries of the region.

For a wavefunction that has Y ! 0 at x ! ±• (i.e. normalizable), we see that

d
dt

Z •

•
|Y|2 dx = 0,

so that once normalized the wavefunction will remain normalized.
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Expectation value of momentum

Now let’s go back to think more about momentum. We earlier derived an expression
for the mean position of the particle

hxi =
Z •

•
x |Y|2 dx.

Now let’s look at
dhxi

dt
=
Z

x dx
∂

∂t
|Y|2 = �

Z
x dx

∂

∂x
JY.

Integrate by parts
∂

∂x
(x JY) = JY + x

∂JY

∂x
gives

dhxi
dt

=
Z

dx JY � [xJY] .

The surface term vanishes if JY ! 0 at x = ±•. Now put in the definition of JY

dhxi
dt

= �
Z

dx
ih̄
2m


Y? ∂Y

∂x
� Y

∂Y?

∂x

�
.

We again integrate the last term by parts. The derivative moves from the Y? to the Y
and the boundary term again vanishes, giving

dhxi
dt

=
1
m

Z
dx Y?

✓
h̄
i

∂

∂x

◆
Y.

We see the momentum operator has appeared. This suggests we write

m
dhxi

dt
= hpi =

Z
dx Y?

✓
h̄
i

∂

∂x

◆
Y =

Z
dx Y? p̂Y.

This is something we’ll see many times over: the expectation value of a quantity is
given by sandwiching the operator between Y? and Y and integrating over all space.
It applies to position also, if we think of x as the position operator x̂ then the expecta-
tion value of position is

hxi =
Z •

•
dx Y? x̂Y.

Exercise 10: If x̂ is also an operator, it must have eigenstates, i.e. wavefunctions
that represent particles with a definite position x0. Write down the functional
form of Yx0(x) and show that it is an eigenfunction of x̂ with eigenvalue x0.
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General solution using plane waves and the uncertainty principle

Since Schrödinger’s equation is linear, we can construct any wavefunction Y(x) as a
sum of plane waves,

Y(x, t) =
1p
2p

Z •

�•
dk A(k) ei[kx�w(k)t], (3)

where A(k) is the amplitude of the wave with wavevector k (note that A(k) is complex
because the different k values can have different phases). Given an initial wavefunc-
tion at time t = 0, the amplitudes A(k) are given by

A(k) =
1p
2p

Z •

�•
dx Y(x, 0) e�ikx.

Because we know the time-dependence of each k, equation (3) then gives the time-
dependent solution for Y.

You probably recognize that what we’re doing here is taking a Fourier transform
of Y(x) to get A(k) and vice versa. This Fourier transform gives rise to the uncertainty
principle. The better we know position, the worse we know momentum, and vice
versa.

For example, to take the extreme cases, we already saw that if we know k precisely
then we know nothing about the position of the particle. For example let’s say that we
know that k = k0 so that A(k) µ d(k � k0). Then Y is the Fourier transform of a delta
function:

Y =
1p
2p

Z •

�•
dk d(k � k0) eikx =

1p
2p

eik0x,

a plane wave with wavevector k0. Then |Y|2 is constant as we saw earlier.

The opposite case would be if we knew position precisely. Then Y µ d(x� x0), and
A(k) = e�ikx0 /

p
2p. The amplitude of A(k) is then independent of k, since |A(k)|2 is

constant.
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Gaussian wavepacket

We’ll show explicitly later that the best you can do in terms of knowing position and
momentum at the same time is a Gaussian wavepacket,

Y(x) µ exp
✓
� (x � x0)2

2s2
x

◆
.

The Fourier transform of a Gaussian is a Gaussian, so

A(k) µ exp

 
� (k � k0)2

2s2
k

!
.

To relate sx and sk, carry out the Fourier transform:

Y(x) =
1p
2p

Z •

�•
dk eikx exp

 
� (k � k0)2

2s2
k

!
.

Change variables q = k � k0

Y(x) =
1p
2p

Z •

�•
dq ei(q+k0)x exp

 
� q2

2s2
k

!
,

and then complete the square

Y(x) =
1p
2p

Z •

�•
dq eik0xe�(q�ixs2

k )
2/2s2

k e�x2s2
k /2.

Then using
R

exp(�ax2)dx =
p

p/a,

Y(x) = skeik0xe�x2s2
k /2.

This shows that sx = 1/sk. Now we’re actually interested in |Y|2, which is also Gaus-
sian but with width Dx = sx/

p
2, and similarly for k. Therefore Dx = 1/

p
2sk =

1/2Dk, and so

DxDk =
1
2

.

In terms of momentum,

DxDp =
h̄
2

.

We’ll prove later that the Gaussian wavepacket gives the minimum value of DxDp –
in general

DxDp � h̄
2

,

the uncertainty principle.
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Exercise 11: What would a wavefunction with DxDp � h̄/2 look like?

Exercise 12: Imagine a Gaussian wavepacket at time t = 0. Without doing a de-
tailed calculation, can you deduce what happens to Y(x) over time? What hap-
pens to A(k) over time?
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Interpretation of A(k): momentum representation

How should we interpret A(k)? First, consider |Y|2 written in terms of A(k):

|Y|2 =
1

2p

Z •

�•
dk A?(k) e�ikx

Z •

�•
dq A(q) eiqx

(I’ve written it with two different integration variables k and q to separate the inte-
grals)

|Y|2 =
1

2p

Z •

�•
dk
Z •

�•
dq A?(k) A(q) ei(q�k)x.

Now integrate this over x:
Z •

�•
dx |Y|2 =

Z •

�•
dx

1
2p

Z •

�•
dk
Z •

�•
dq A?(k) A(q) ei(q�k)x

=
Z •

�•
dk
Z •

�•
dq A?(k) A(q)

1
2p

Z •

�•
dx ei(q�k)x

=
Z •

�•
dk
Z •

�•
dq A?(k) A(q) d(q � k)

=
Z •

�•
dk A?(k) A(k) =

Z •

�•
dk |A|2 ,

where we used d(k � q) = (1/2p)
R •
�• ei(k�q)x.

You may have seen this result before in Fourier transforms as Parseval’s theorem.
If Y(x) is a normalized wavefunction, A(k) is also normalized. This suggests that we
interpret |A(k)|2 as a probability density for k, or the probability of measuring a mo-
mentum for the particle p = h̄k. We can go further: A(k) contains all the information
that is contained in Y(x) (they are just Fourier transforms of each other), so we can
think of A(k) as being the wavefunction of the particle, but written in momentum
space. We call this the momentum representation.

To explore the momentum representation one step further, look at the momentum
operator acting on Y:

p̂Y =
h̄
i

∂

∂x
1p
2p

Z •

�•
dk A(k) eikx =

1p
2p

Z •

�•
dk h̄k A(k) eikx.

Exercise 13: Use this to calculate hpi and show that

hpi =
Z •

•
dk A?(k) (h̄k) A(k).

What do you deduce about the form of the momentum operator p̂ when written
in momentum space?
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Momentum space or k-space?

I’ve been writing the momentum representation wavefunction in terms of k, as A(k),
so that the probability of the particle having k in the range k to k + dk is |A(k)|2. This
corresponds to the probability the particle has momentum in the range p = h̄k to
p + dp = h̄(k + dk).

We could alternatively define the wavefunction in terms of momentum Ã(p) in-
stead. Then

��Ã(p)
��2 dp is the probability of having momentum in the range p to

p + dp.
The relation between the functions A(k) and Ã(p) is found by equating the prob-

abilities: ��Ã(p)
��2 dp =

���A
⇣ p

h̄

⌘���
2 dp

h̄
) Ã(p) =

1p
h̄

A
⇣ p

h̄

⌘
.
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Part 3: The Time-Independent Schrödinger Equation

Derivation, Hamiltonian operator, and stationary states

If the potential V(x) is independent of time, the Schrödinger equation can be solved
by separation of variables, i.e. there is a solution of the form Y(x, t) = y(x) f (t) for
some function of time f (t). In fact, based on our experience of plane waves, we might
guess that f (t) µ e�iEt/h̄, so let’s try a solution

Y(x, t) = y(x)e�iEt/h̄ (4)

and see if it works. Substituting into Schrödinger’s equation,

ih̄
∂Y
∂t

= � h̄2

2m
∂2Y
∂x2 + V(x)Y

gives

Ey(x) = � h̄2

2m
d2y

dx2 + V(x)y(x), (5)
or

h̄2

2m
d2y

dx2 = � [E � V(x)]y, (6)

the time-independent Schrödinger equation.
We can write the right hand side of equation (5) in terms of the Hamiltonian op-

erator

Ĥ =
p̂2

2m
+ V̂ = � h̄2

2m
∂2

∂x2 + V(x),

so that the time-independent Schrödinger equation is

Ĥy = Ey.

The expectation value of the Hamiltonian is the energy
Z

dx Y?ĤY = E.

We can solve equation (6) for any given potential V(x). What we’ll find is that
solutions exist only for particular choices of E. These are the eigenvalues of the equa-
tion, and each eigenvalue En has a corresponding wavefunction yn(x). Often only
discrete values of E are allowed (i.e. there is quantization) — for other choices of E, it
is not possible to find a solution y(x) that satisfies the boundary conditions. An ex-
ample with a continuum of allowed E values is the free particle with V = 0 for which
y(x) = eikx and E = h̄2k2/2m for any k, but for a finite size system we’ll see that the
boundary conditions result in a discrete set of allowed energies En.

Once we have the solutions yn(x), we can construct a general solution

Y(x, t) = Â
n

anyn(x)e�iEnt/h̄ (7)

which is a linear combination of the states yn(x). Again this is the same as the free
particle, except that we did an integral rather than a sum because E is continuous.

The solutions y(x) are known as stationary states because |Y|2 is time-independent
for a solution of the form of equation (4).
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Exercise 14: Show that the expectation value of an operator Q̂ that is a function
of position and momentum — Ĥ would be an example — is also independent of
time.

Note that a combination of stationary states (i.e. a linear combination as in eq. 7) does
depend on time. We’ll see an example later.

Particle in a box: the infinite square well

The simplest example to consider is the particle in a box, i.e. V = 0 in the region
0 < x < a and V = • for x < 0 and x > a.

Exercise 15: Solve the time-independent Schrödinger equation for this potential.
Determine the eigenvalues En and normalized eigenfunctions yn(x).
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More on the infinite square well

In the exercise, you should have found

yn(x) =
r

2
a

sin
⇣npx

a

⌘
En =

h̄2n2p2

2ma2 .

Points to note:

• The lowest energy state n = 1 is the ground state with E = h̄2p2/2ma2.

• The excited states with n > 1 have En µ n2.

• Each successive state has an extra node

• The states are alternately odd y(�x) = �y(x) and even y(�x) = y(x) about the
center of the box.

• The states are orthogonal

2
a

Z a

0
dx sin

⇣npx
a

⌘
sin
⇣mpx

a

⌘
= dnm,

or Z a

0
dx y?

n(x)ym(x) = dnm.

Expanding in terms of stationary states

Any initial state can be expanded as a sum of the stationary states:

Y(x, 0) =
•

Â
n=1

cnyn(x).

To derive a formula for the coefficients cn, multiply by ym(x) and integrate:
Z a

0
dx ym(x)Y(x, 0) =

•

Â
n=1

cn

Z a

0
dx ym(x)yn(x) =

•

Â
n=1

cndnm = cm.

The general time-dependent solution is then

Y(x, t) =
•

Â
n=1

cnyn(x)e�iEnt/h̄. (8)
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Exercise 16: Show that the expectation value of the energy

hEi =
Z a

0
dx Y?ĤY

is

hEi =
•

Â
n=1

|cn|2 En.

What does this suggest about how to interpret |cn|2?

Exercise 17: Show that Â |cn|2 = 1.
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Mixtures of states

We mentioned already that time-dependence comes from mixtures of stationary states.

Exercise 18: Consider a particle initially in the state

Y(x, 0) =
1p
2
(y1(x) + y2(x)) ,

a mixture of the ground state and first excited state of the infinite square well.
Calculate Y, |Y|2, hxi, hpi and hEi at future times.

Exercise 19: Consider two different states

Y(x, 0) =
1p
2
(y1(x) + y2(x))

and
Y(x, 0) =

1p
2
(y1(x) + y3(x)) .

Which one evolves most rapidly with time?

The result for a mixture of two states can be generalized to an arbitrary mixture of
states. If

Y(x, t) =
•

Â
n=1

cnyn(x)e�iEnt/h̄,

you can show that

|Y|2 =
•

Â
n=1

•

Â
m=1

cncmyn(x)ym(x) cos
✓

t(Em � En)
h̄

◆
.

This formula is implemented in the mixed.py python code which you can find on
myCourses.
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Measurement and collapse of the wavefunction

If we measure the energy of a particle in a mixture of stationary states (eq. [8]), we
will measure one of the eigenvalues of the energy operator (Hamiltonian operator)
Ĥ, i.e. one of the energies of the stationary states E1, E2, E3, etc. The probability of
measuring energy En is given by |cn|2. Immediately after the measurement, we know
the particle energy En — its wavefunction must then be the corresponding stationary
state wavefunction Yn(x).

We saw something similar with position measurements. Before measuring the po-
sition of a particle, we know the probability of finding it at location x is |Y(x)|2. When
we measure the particle’s position, the answer we get is one of the eigenvalues of the
position operator, and the wavefunction then “collapses” to the equivalent eigenstate
— i.e. a delta function located at the measured position. The same kind of “collapse
of the wavefunction” happens with the energy measurement, but in energy space. Be-
fore the measurement, many different cn’s might be non-zero, but after the energy is
measured to be Em, only one of them is non-zero: cm = 1, cn 6=m = 0.

Exercise 20: You measure the position of a particle to be x = x1. Some time later,
you measure the position again. What value of x would you measure? Repeat the
exercise for a measurement of energy. Why is your answer different?

For the infinite square well, the set of cn’s fully specifies the particle’s state. We
can think of this as an energy representation of the state Y. We’re beginning to see a
general pattern here: if we are interested in observable O, then we expand Y in terms
of the eigenstates of the corresponding operator Ô. When we measure O, we will
measure one of the eigenvalues of the operator, with probability given by squaring
the coefficients in the expansion.
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Harmonic oscillator

We’re now going to go through a few different examples of time-independent poten-
tials and the solution to the time-independent Schrödinger equation in these cases.
We start with the harmonic oscillator which has a potential

V(x) =
1
2

kx2 =
1
2

mw2x2

where k is the spring constant, and w2 = k/m is the classical oscillation frequency for
a particle of mass m.

We’re going to solve for the wavefunction numerically, but before we do that let’s
think about what the stationary states will look like. First, note that in this problem for
any given energy E, there are two regions, one where E > V and one where E < V:

This has consequences for the shape of the solution. The time-independent Schrödinger
equation is

d2y

dx2 = �2m
h̄2 (E � V)y.

When E > V,
d2y

dx2 µ �y

which gives wave-like solutions for y (as we saw for the infinite square well). For
E < V,

d2y

dx2 µ +y,

and the solution is then exponential. To see this, imagine V was a constant; the solu-
tion is then eikx with

k2 =
2m
h̄2 (E � V) .

For E > V, k is real giving a propagating wave, but for E < V, k is imaginary ) y µ
e±|k|x, an evanescent solution. Notice that for either case, the value of k µ (E � V)1/2,
so the lengthscale on which y changes (whether oscillating or decaying) depends on
the difference in energy between the total energy and the potential at any given posi-
tion.
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This means that we might expect the solutions to look like

where the the number of nodes increases with increasing energy. The change from
oscillating to decaying wavefunction happens at the classical turning point xc. This is
the location where a classical particle would turn around because all its kinetic energy
had been converted to potential energy, ie. it is the place where E = V = (1/2)kx2

c )
xc = (2E/k)1/2. Unlike the infinite square well, which has a fixed width, higher
energy states in the harmonic oscillator are able to explore a larger range of x and
so the well has a width which grows with energy. We’ll see that, because of this,
the energies of the states are En µ n rather than n2 for the infinite square well. (See
question 4 in homework 2).
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Numerical solution for the harmonic oscillator

We will solve for the stationary states of the harmonic oscillator by numerically in-
tegrating the Schrödinger equation. We expect the states to have either odd or even
symmetry about x = 0 (just like the infinite square well; in fact this is true for any
potential V(x) that is symmetric about the origin). We’ll take advantage of this and
start the integration at x = 0 and integrate to large x. The idea will be to try different
values of E, and find those which give y ! 0 at large x. This technique is known as a
shooting method for finding the eigenvalues. The boundary conditions at the origin are

dy

dx
= 0 y = 1 (even)

y = 0
dy

dx
= 1 (odd).

(The value 1 is arbitrary, since the solutions are linear and will have to be normalized
anyway. The important thing is that even solutions have vanishing gradient at the
origin whereas odd solutions go through zero at the origin.)

The python code harmonic.py on myCourses carries out the integration. There are
two “tricks” that are used:

1. the time-independent Schrödinger equation is reduced to two first order dif-
ferential equations. The issue is that the numerical integrator needs the first
derivative of y to take a step in x:

y(x + dx) ⇡ y(x) + dx
dy

dx

����
x
+ ...

but the Schrödinger equation gives us the second derivative not the first. The
solution is to define a new function

c(x) =
dy

dx

and then the Schrödinger equation can be written as two first order ODEs:

dy

dx
= c

dc

dx
= �2m

h̄2 (E � V)y.

The boundary conditions on y and dy/dx at x = 0 become conditions on y and
c instead.

2. it is simpler to use a dimensionless energy

Ẽ =
E

h̄w/2
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where w2 = k/m is the classical oscillator frequency. The Schrödinger equation
is then

� h̄2

2m
d2y

dx2 =

✓
Ẽ

h̄w

2
� 1

2
kx2
◆

y =
h̄w

2

⇣
Ẽ � k

h̄w
x2
⌘

y

or

� h̄
mw

d2y

dx2 =
⇣

Ẽ � mw

h̄
x2
⌘

y.

Now defining a rescaled coordinate

x̃ =

r
mw

h̄
x,

we get
d2y

dx̃2 = �
�
Ẽ � x̃2�y

or

dy

dx̃
= c

dc

dx̃
= �

�
Ẽ � x̃2�y.

These are the equations that are integrated in the code.

Exercise 21: Run the code and find the allowed energies En and corresponding
eigenfunctions yn(x) for the harmonic oscillator. Are the eigenfunctions as ex-
pected? Write a formula for En in terms of the oscillator frequency w and n.
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Some points to note:

• The allowed energies are

En =

✓
n +

1
2

◆
h̄w

for n = 0, 1, 2, 3.... (This corresponds to Ẽ being an odd number).

• The eigenfunctions are odd for odd n and even for even n.

• The wavefunction evanesces for x̃ > (Ẽ)1/2 =
p

2n + 1 (the classical turning
point).

• If you look at a high energy mode, you should see that both the amplitude of the
oscillations and the separation between peaks in the wave increases with x out
to the classical turning point.
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WKB approximation

The behaviour of the short wavelength solutions can be understood by using the WKB
approximation. The idea is that when n is large, the wavelength is so short that the
potential V(x) is approximately constant over a wavelength. The solution is then
approximately

y = A(x)eik(x)x

with
k(x)2 =

2m
h̄2 (E � V(x)) .

This explains why

• the solution is a wave inside the classical turning point where E > V and k2 > 0,
but evanesces outside the classical turning point where E < V and k2 < 0.

• The wavelength of the wave l µ 1/k µ (E � V)1/2. As x increases, E � V
decreases ) l increases.

• For a plane wave, the probability flux is (see question 3 in homework 1)

Jy = A2 ih̄k
m

µ
A2

l
.

For a stationary solution, Jy has to be constant with x, implying that

A µ l1/2 µ
1

(E � V(x))1/4 .

The amplitude of the wave increases towards the classical turning point.

Applications of the harmonic oscillator

The harmonic oscillator has many applications across all areas of physics. Near the
minimum of a potential V = V0 at x = x0, the first derivative ∂V/∂x vanishes. A
Taylor expansion then gives

V ⇡ V0 +
∂2V
∂x2

����
x=x0

(x � x0)
2 + ...

for small distances (x � x0). The curvature of the potential sets the effective spring
constant, k ⇠ ∂2V/∂x2.

I’ll just mention two applications here. The first is vibrations of molecules. Because
the vibrations are quantized (in steps of h̄w), molecules absorb or emit photons of par-
ticular energies when they transition between vibrational states. The photon energies
are in the infrared, leading to infrared spectroscopy as a way to study molecules.

Infrared spectroscopy is a very direct way to observe the effects of quantization
of vibrational energy levels. A second application which is more indirect is the heat
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capacity of solids at low temperatures. Classically, a solid with N atoms has N vibra-
tional modes and, if each of them can accept thermal energy kBT, the heat capacity
of the solid should be C = NkB. Measurements of heat capacity show that this holds
well at high temperatures, but at low temperatures the lattice heat capacity drops dra-
matically, scaling as C µ T3 (Debye’s law). The reason is that at low temperatures,
the energy needed to exite a vibrational mode (h̄w/2 for the ground state) becomes
larger than kBT. The high frequency modes are then no longer accessible, reducing
the ability to absorb heat.
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The Finite Square Well

The finite square well has

V(x) =

8
><

>:

0, x < 0
�V0, 0 < x < a
0, x > a,

where V0 is positive and gives the depth of the well.

Exercise 22: By modifying the python code from last time, investigate the energy
levels and eigenfunctions of this potential.
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Boundary conditions for the Schrödinger Equation

In problems where the potential V(x) is discontinuous, we need matching conditions
on y and dy/dx at the location of the discontinuity.

The first one is
y(x) is continuous

at a boundary. This avoids having infinite gradients in y and therefore momentum
(h̄/i)∂y/∂x.

The second condition is
dy

dx
is continuous

at a boundary. To derive this, integrate the Schrödinger equation across the boundary
from x = �e to +e and let e ! 0:

Z e

�e

�h̄2

2m
d2y

dx2 dx =
Z e

�e
(E � V)y dx

�h̄2

2m


dy

dx

�e

�e

=
Z e

�e
(E � V)y dx

The right hand side vanishes as e ! 0, even if there is a discontinuity in V(x) (eg. as
in the square well). Therefore dy/dx must have the same value on each side of the
discontinuity.

Note that there is an exception to this rule. If V(x) has a delta-function component,

V(x) = V0d(x)

then the integral on the right hand side does not vanish! Instead,


dy

dx

�e

�e

=
2m
h̄2 V0y(0).

You will put this to work in the homework.
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Scattering at a potential jump

The infinite square well and harmonic oscillator only have bound states where the par-
ticle is confined by the potential (y ! 0 as |x| ! •). The finite square well has both
bound states E < 0 and scattering states E > 0. The scattering states look like plane
waves, with the amplitude and wavelength of the wave changing as the wave tra-
verses the potential well. This leads us to consider incoming and outgoing waves in
the presence of a localized potential feature – in other words scattering.

The simplest case is a step in the potential

A classical particle incident from the left will slow down on crossing x = 0 (E > V0) or
be reflected (E < V0). In quantum mechanics, we’ll see that there is a reflected wave
even if E > V0.

The wavefunction for x < 0 is

y(x) = eikx + re�ikx,

a sum of an incident wave and a reflected wave, where k2 = 2mE/h̄2. For x > 0, the
wavevector is given by q2 = (2m/h̄2)(E � V0), and we assume that the particles are
incident from the left, so that there is only a rightwards propagating wave

y(x) = teiqx.

The coefficients r and t are determined by matching y and dy/dx at x = 0:

1 + r = t

k(1 � r) = qt

) r =
k � q
k + q

t = 1 + r =
2k

k + q
.

These are the amplitudes of the reflected and transmitted waves.
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The probability flux in each component can be calculated using Jy µ k |A|2. This
gives

R =
reflected prob flux
incident prob flux

=
k |r|2

k
=

(k � q)2

(k + q)2

T =
transmitted prob flux

incident prob flux
=

q |t|2

k
=

4kq
(k + q)2 .

Note that R + T = 1 (conservation of probability). The interpretation is that if a beam
of particles is incident on a potential step from the left, the probability of finding a
particle outgoing on the right is T and probability of finding a particle reflected is R.

Exercise 23: Check the values of r, t, R and T in the two limits E � V0 (particle
energy well above the potential step) and E ⇡ V0 (the particle energy is just above
the potential step). (The situation where E < V0 is left to the homework).

Exercise 24: What if V0 was negative, so that the particle experiences a drop in
potential rather than an increase in potential, what happens?
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Tunnelling

We’ve already seen that the wavefunction is non-zero in regions with E < V that
would be classically forbidden. This leads to the phenomenon of tunnelling. The sim-
plest example is to consider particles with energy E < V0 incident on a barrier with a
width d:

We need to write down the wavefunctions in the three regions

I : y = eikx + re�ikx

II : y = aeqx + be�qx

III : y = teikx

where k2 = 2mE/h̄2 and q2 = (2m/h̄2)(V0 � E).
The boundary conditions have to be applied at x = 0 and x = d. First, y continu-

ous )
1 + r = a + b

aeqd + be�qd = teikd

then dy/dx continuous )
ik(1 � r) = q(a � b)

aqeqd � bqe�qd = ikteikd.

These are four equations for the four unknowns a,b,r, and t. There’s quite a bit of
algebra to work through the get the answer. Here, I’ll just give the answer for the
transmission probability:

T =
1

1 +
⇣

k2+q2

2kq

⌘2
sinh2 qd

.

The probability is very sensitive to d as it controls how much y decays in the inside
of the barrier, before it reaches the other side and can propagate again. For qd � 1
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(barrier width is many times the particle wavelength)

T ⇡
✓

2kq
k2 + q2

◆2
e�2qd

or
ln T ⇡ �2qd + (smaller logarithmic factor) ,

which can be used to estimate tunnelling probabilities (divide by 2.303 to get log10).
Plugging in some numbers,

qd =

s
2mE

h̄2 d ⇡ 5
✓

m
me

◆1/2 ✓ E
1 eV

◆1/2 ✓ d
nm

◆
.

This shows that tunnelling can be important on the scale of semiconductor devices for
example. Tunnelling also is believed to play a role in some chemical reactions, e.g.
enzyme reactions in biology.

A famous example of tunnelling is Gamow’s theory of a-decay of nuclei, in which a
nucleus ejects an a particle (helium nucleus). The a-particle and the daughter nucleus
are both positively charged and repel each other strongly. Gamow showed that you
can understand the decay rate based on quantum tunnelling through this potential.
Here’s an energy diagram:
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The width of the barrier is approximately d µ 1/E and since q µ E1/2, then qd µ
1/E1/2. The tunnelling probability is

exp

 
�
✓

EG
E

◆1/2
!

where EG is a constant called the Gamow energy. This agrees beautifully with the data:
a plot of the log of the lifetime of an unstable nucleus against the energy of the emitted
alpha particle shows ln t µ 1/E1/2. Nuclei that emit more energetic a’s have shorter
lifetimes because the a-particle can tunnel out more easily. The same tunnelling occurs
in the inverse process of thermonuclear fusion (e.g. hydrogen fusion in the Sun) and
sets the fusion rate as a function of temperature.
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Part 5: Quantum Mechanics in 3D

The Schrödinger Equation and Momentum Operator in 3D

Everything we’ve done so far generalizes to 3D. The wavefunction depends on posi-
tion r = (x, y, z), and the probability density is per unit volume, so that

|Y(r)|2 d3r

is the probability of finding the particle in an infinitesimal volume at position r. The
normalization condition is then an integral over all space

Z
|Y(r)|2 d3r = 1.

The momentum operator is now a vector operator

p̂ =
h̄
i
r

with components

px =
h̄
i

∂

∂x
py =

h̄
i

∂

∂y
pz =

h̄
i

∂

∂z
.

The eigenstate of p̂ in 3D is the plane wave

Yp µ exp (ik · r � iwt) .

The kinetic energy is
p̂2

2m
= � h̄2

2m
r2

so that the Hamiltonian can be written

Ĥ = � h̄2

2m
r2 + V(r)

(the Schrödinger equation is ih̄∂Y/∂t = ĤY as usual).
An important point is that the position-momentum uncertainty relation applies in

3D, but only for position and momentum components in the same direction, i.e.

[x̂, p̂x] = ih̄ [ŷ, p̂y] = ih̄ [ẑ, p̂z] = ih̄

but [x̂, p̂y] = 0 etc. A compact way to write this is

[x̂i, p̂j] = ih̄dij.

Different components of x̂ commute and the same for p̂, e.g. [x̂, ŷ] = 0, [ p̂x, p̂y] = 0 etc.
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Rotations and Angular Momentum

In 1D, we introduced the translation operator that translates the wavefunction in x

T̂(Dx)y(x) = y(x � Dx)

and showed that for infinitesimal translations it can be written as

T̂(dx) = 1 � i
h̄

p̂ dx.

If the Hamiltonian is translationally-invariant (it remains unchanged under the action
of the translation operator) then it follows that [Ĥ, T̂] = 0 ) [Ĥ, p̂] = 0 and therefore
that the stationary states are also eigenstates of the momentum operator. Translational
invariance of the potential implies that the stationary states have a definite momen-
tum.

There is a similar connection in 3D between rotational invariance and angular mo-
mentum. To see this, we define a rotation operator which rotates the wavefunction
about the z-axis by infinitesimal angle df

R̂(df)Y(x, y, z) = Y(x + ydf, y � xdf, z).

Expanding in a Tayor series gives

Y(x + ydf, y � xdf, z) ⇡ Y(x, y, z) + ydf
∂Y
∂x

� xdf
∂Y
∂y

⇡


1 � idf

h̄
�
x̂ p̂y � ŷ p̂x

��
Y(x, y, z).

That particular combination of position and momentum operators we recognize as
the z-component of angular momentum L = r ⇥ p, ie. we can write an operator corre-
sponding to the z-component of angular momentum

L̂z = x̂ p̂y � ŷ p̂x.

Comparing with the definition of the rotation operator, we see that

R̂(df) = 1 � idf

h̄
L̂z.

(Notice that the units work out: h̄ has units of momentum times position which is
angular momentum.)

We can now make the same symmetry argument as for translations. If the Hamil-
tonian is invariant under rotations about the z-axis, it follows that [Ĥ, R̂] = 0 and
therefore [Ĥ, L̂z] = 0, so that the stationary states have a definite angular momentum
about the rotation axis.
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Angular momentum commutation relations

What about the other components of angular momentum? Using the definition of
angular momentum, it is straightforward to show that the commutation relations are
non-vanishing:

[L̂x, L̂y] = ih̄L̂z

[L̂y, L̂z] = ih̄L̂x

[L̂z, L̂x] = ih̄L̂y

(notice that these are cyclic permutations of each other).
The fact that the different components of the angular momentum operator do not

commute means that we can only know one of them with certainty at any given time.
This is different from linear momentum, where the components p̂x, p̂y, and p̂z do
commute and we are able to exactly specify the momentum vector p̂. The difference
lies in the fact that translations commute, whereas rotations do not (try it!).

Exercise 25: Imagine if we knew that the angular momentum of a particle was L =
(0, 0, Lz), i.e. purely in the z-direction. Show that this violates the momentum-
position uncertainty principle. What if we knew that only one of Lx or Ly van-
ished instead of both of them?

The operator
L̂2 = L̂2

x + L̂2
y + L̂2

z

gives the magnitude of the angular momentum. Unlike L̂x and L̂y, L̂2 does commute
with L̂z

[L̂2, L̂z] = 0.

Exercise 26: Use the commutation relations between L̂x, L̂y, and L̂z to show that
[L̂2, L̂z] = 0.

This means that eigenstates of L̂z are also eigenstates of L̂2, ie. there must be states |yi
for which

L̂z |yi = mh̄ |yi
L̂2 |yi = lh̄2 |yi .

The factors of h̄ are there to get the units right. In the next section, we’ll use angular
momentum ladder operators to work out the allowed values of m and l.
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Ladder operators and the spectrum of eigenvalues

The angular momentum ladder operators are

L̂+ = L̂x + iL̂y

L̂� = L̂x � iL̂y.

They have commutation relations

[L̂z, L̂+] = h̄L̂+⇥
L̂z, L̂�

⇤
= �h̄L̂�.

You can see the ladder operator behaviour by looking at

L̂z
�

L̂+ |yi
�
= L̂+ L̂z |yi+ h̄L̂+ |yi = (m + 1)h̄

�
L̂+ |yi

�

which shows that L̂+ acts to raise the eigenfunction with eigenvalue m to the eigen-
function with eigenvalue m + 1.

Exercise 27: Use a similar argument to show that L̂� is a lowering operator.

To explore the allowed values of m, consider the state for which m takes on the
maximum allowed value, call it `. Then

L̂+ |Y(m = `)i = 0.

Now consider

L̂� L̂+ = (L̂x � iL̂y)(L̂x + iL̂y) = L̂2
x + L̂2

y + i[L̂x, L̂y] = L̂2 � L̂2
z � h̄L̂z

operating on this maximal state

L̂� L̂+ |Y(m = `)i = 0 = (lh̄2 � `2h̄2 � `h̄) |Y(m = `)i

) l = `(`+ 1).

This shows that if we write the eigenvalue of L̂2 as `(`+ 1)h̄2, then the eigenvalues of
L̂z can take on integer values m up to m = `.

Exercise 28: What about in the other direction? Use a similar argument to show
that the minimal value of m is m = �`.
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The angular momentum eigenstates

Now that we have the eigenvalue spectrum for angular momentum, we can write the
states as |` mi which obey

L̂z |` mi = mh̄ |` mi
L̂2 |` mi = `(`+ 1)h̄2 |` mi .

For a given value of ` = 0, 1, 2,..., the allowed values of m range from �` to +` in
integer steps.

Exercise 29: Derive a formula for the number of m values at each `.

Exercise 30: A particle with ` = 1 is in the state

|yi = 1p
3
|10i+

r
2
3
|11i .

What possible values of m might you measure for the particle, and what are the
probabilities of measuring each one?

Exercise 31: When ` = 0, all components of angular momentum vanish. Is this
consistent with the uncertainty principle?
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The angular momentum eigenstates in position representation

We’ll work in spherical coordinates (r, q, f), in which q is the angle from the z-axis
(0  q  p), and f is the azimuthal angle (0  f  2p).

First, write down the angular momentum operator in these coordinates

L̂ = r̂ ⇥ p̂ =
h̄
i

r̂ ⇥r,

where
r =

✓
∂

∂r
,

1
r

∂

∂q
,

1
r sin q

∂

∂f

◆
.

The z-component of angular momentum is therefore (r sin q is the distance from the
rotation axis)

L̂z = (r sin q)
h̄
i

✓
1

r sin q

∂

∂f

◆
=

h̄
i

∂

∂f
.

The operator L̂2 is more complicated to calculate. The details are not important (see
Griffiths p168 if you’d like to see it), I’ll just give the result here:

L̂2 = �h̄2


1
sin q

∂

∂q

✓
sin q

∂

∂q

◆
+

1
sin2 q

∂2

∂2f

�
.

Let’s write the wavefunction corresponding to |` mi as y`m(r, q, f). We know that

L̂zy`m = mh̄y`m =
h̄
i

∂y`m
∂f

,

which tells us the f-dependence:

y`m(r, q, f) µ eimf.

To get the q-dependence, we need to solve

L̂2y`m = `(`+ 1)h̄2y`m,

or
1

sin q

∂

∂q

✓
sin q

∂y`m
∂q

◆
+

1
sin2 q

∂2y`m
∂2f

+ `(`+ 1)y`m = 0.

Using the fact that ∂y`m/∂f = im, and changing variables to µ = cos q gives

∂

∂µ

✓
(1 � µ2)

∂y`m
∂µ

◆
+ `(`+ 1)y`m � m2

1 � µ2 y`m = 0.

This is one of those classical ODEs whose solution is a named function, the associated
Legendre polynomials Pm

` (µ). They are listed in Table 4.2 of Griffiths (included below).
Because the angular momentum operators don’t contain any r derivatives, the radial
dependence of y`m can be anything. We see therefore that the angular momentum
eigenfunctions must be of the form

y`m(r, q, f) = A f (r)Pm
` (cos q)eimf,
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where A is a normalization constant and f (r) is an arbitrary radial function. Notice
that this is in the form of a separable solution (a product of functions of each variable).

The combination Pm
` (cos q)eimf is called a spherical harmonic Ym

` (q, f), so that we
can also write

y`m(r, q, f) = A0 f (r)Ym
` (q, f)

for some other normalization constant A0. The spherical harmonics are normalized
such that Z 2p

0
df

Z p

0
sin qdq (Ym

` )
⇤ Ym0

`0 = d`0`dm0m.

Table 4.3 of Griffiths gives the first few Ym
` ’s (see below).

One way to think of these functions is as standing waves in the angular direction.
The total angular momentum is determined by `, and so ` sets the number of nodes
or wiggles in the wavefunction overall; the z-component of angular momentum is
determined by m and that sets how the nodes are partitioned between the f and q
directions.

Stationary states of problems with rotational symmetry

As we mentioned earlier, if the Hamiltonian is rotationally invariant about some axis,
[Ĥ, L̂z] = 0 and therefore [Ĥ, L̂2] = 0. The operators L̂z, L̂2 and Ĥ share eigenstates,
and so the stationary states must be of the form f (r)Ym

` . The form of f (r) is determined
by solving the Schrödinger equation for the particular potential of interest. This also
determines the energies of the states. We’ll do this next for the hydrogen atom.
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Stationary states of the hydrogen atom

We have all the ingredients we need now to solve the Schrödinger equation for the
hydrogen atom. The proton is so much more massive than the electron, a good ap-
proximation is to assume the proton sits at rest at the origin and we need only solve
for the electron wavefunction with a potential

V(r) = � e2

4pe0r
.

The Schrödinger equation simplifies dramatically once we realise that in spherical
coordinates, the Laplacian can be written in terms of the angular momentum operator,

r2 =
1
r2

∂

∂r

✓
r2 ∂

∂r

◆
+

1
r2 sin q

∂

∂q

✓
sin q

∂

∂q

◆
+

1
r2 sin2 q

∂

∂f2

=
1
r2

∂

∂r

✓
r2 ∂

∂r

◆
� L̂2

r2h̄2 ,

so that the Hamiltonian is

Ĥ = � h̄2

2m
1
r2

∂

∂r

✓
r2 ∂

∂r

◆
+

L̂2

2mr2 � e2

4pe0r
.

Because the potential is spherically symmetric and therefore invariant under rotations,
the angular momentum operators commute with the Hamiltonian and so the station-
ary states must look like

y(r, q, f) = f (r)Ym
` (q, f).

Then writing Ĥy = Ey gives

� h̄2

2m
1
r2

d
dr

✓
r2 d f

dr

◆
+

"
`(`+ 1)h̄2

2mr2 � e2

4pe0r

#
f (r) = E f (r).

The equation simplifies even more if we define a new function g(r) = r f (r). Then
after a bit of algebra we find

� h̄2

2m
d2g
dr2 +

"
`(`+ 1)h̄2

2mr2 � e2

4pe0r

#
g(r) = Eg(r).

Points to note:

• The radial equation for g(r) has the same form as the 1D Schrödinger equation
we are used to solving, except for an extra term µ `(`+ 1) which we can think
of as an additional potential term (centrifugal term).

• The eigenfunctions of the Hamiltonian are also eigenfunctions of L̂z and L̂2, so
they will be labelled by ` and m. There will also be a radial quantum number
n that comes from solving the Schrödinger equation in the r direction and ap-
plying the boundary conditions (just as we did for the 1D potentials such as the
infinite square well).
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• Once we have g(r), the full wavefunction is y(r, q, f) = (g/r)Ym
` (q, f).

• The equation for g doesn’t have an m in it, so the energies will not depend on
m. There is an ` in the equation, so in principle the energies could depend on
the value of `. However, we’ll find for the 1/r potential of the hydrogen atom
that the energies are independent of ` and depend only on the radial quantum
number n.

• Boundary conditions: as r ! •, we need the normalization integral
R

r2 dr |y|2
to converge, so we must have g(r) ! 0 as r ! •. What about the origin? As
r ! 0, the centrifugal term in the equation dominates, so for small r

� h̄2

2m
d2g
dr2 ⇡ � h̄2

2mr2 `(`+ 1)g.

The solution is g µ r`+1 which is the boundary condition near the origin. (A
solution g µ r�` would also satisfy the equation but diverges as r ! 0). In terms
of f (r) = g(r)/r we need f µ r` as r ! 0.
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The characteristic energy and size of the hydrogen atom

If you imagine numerically solving the radial Schrödinger equation, the first thing
you might try to do is to choose a scale for energy and length that make the equation
dimensionless (just as we did for the harmonic oscillator). A useful quantity for the
atom is the fine structure constant

a =
e2

4pe0h̄c
⇡ 1

137
.

If we define
Ẽ =

E
1
2 amc2

and
r̃ =

r
h̄/(amc)

the equation for g(r) becomes (after a bit of algebra – try it!)

�d2g
dr̃2 + g

✓
�2

r̃
+

`(`+ 1)
r̃2

◆
= gẼ,

which we can then solve numerically.
The energy scale is

1
2

amc2 = 13.6 eV

which you might recognize as the ionization energy of hydrogen. The lengthscale is
the Bohr radius

a0 =
h̄

amc
= 0.53 Å,

the characteristic size of the atom.
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Properties of the H atom wavefunctions

• The radial wavefunction depends on n and `, so we can write it as fnl(r). The
total wavefunction is therefore

yn`m(r, q, f) = fnl(r)Ym
` (q, f).

• The energies of the stationary states depend only on n and not ` or m. They are

En = �13.6 eV
n2 .

Note that it in general, we’d expect the energies to depend on ` as well as n, since
` enters into the Schrödinger equation. The fact that the energies are indepen-
dent of ` is a special property of the 1/r potential. (A similar result arises for a
classical Keplerian orbit where the energy depends only on the semi-major axis,
but the angular momentum depends on both semi-major axis and eccentricity.)

• The allowed values of ` are ` = 0, 1, ..., n � 1. For example, for n = 1 only ` = 0
(s-orbital) is allowed; for n = 2, ` = 0 or ` = 1 (s- or p-orbitals) are allowed etc.

• The total degeneracy of level n is
n�1

Ầ
=0
(2`+ 1) = n2

(where we sum over the allowed ` values, and use the fact that there are 2`+ 1
values of m at each `). This means there are n2 states with the same energy En.

• The radial wavefunctions have the form of a polynomial multiplied by e�r/na0 .
Here are the first few:

f10(r) =
2

a3/2
0

e�r/a0

f20(r) =
2

(2a0)3/2

✓
1 � r

a0

◆
e�r/a0

f21(r) =
1p
3

1
(2a0)3/2

r
a0

e�r/2a0 .

They have n � ` � 1 nodes. The way to think about this is that the value of
n sets the total energy, which determines how many nodes are needed in the
wavefunction. At higher `, more of these nodes go into the angular part of the
wavefunction, so that the radial wavefunction is simplest for ` = n and has more
nodes as ` decreases towards zero.

• The angular part is normalized such that
Z

|Ym
` |

2 sin q dq df = 1

so that the probability of finding an electron between r and r + dr is
Z

q,f
|yn`m|2 r2 sin q dq df dr = r2 | fn`(r)|2 dr.
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Spin and Pauli matrices

If you’ve looked at atomic structure before, you may know that each state of the atom
|n ` mi can be occupied by two electrons, one which is “spin up” and the other “spin
down”. The term “spin” refers to an intrinsic property of a particle that obeys the
rules of angular momentum in quantum mechanics. The classical analogy is the spin
angular momentum of a body, e.g. the spin of the Earth about its rotation axis, but it is
not a straightforward comparison — in particular, because particles such as electrons
are point-like and don’t have a radial extent, but also because they can have half-
integer spin values that are not possible for orbital angular momentum.

When we talk about spin, we use the same notation as for orbital angular momen-
tum, but with ` ! s, L̂ ! Ŝ etc. The states are |s mi with m = �s, ... + s, and

Ŝz |s mi = mh̄ |s mi

Ŝ2 |s mi = s(s + 1)h̄2 |s mi .

The reason that the electron in an atom can be “spin up” or “spin down” is that
the electron is a spin 1/2 particle. It has s = 1/2 and therefore either m = +1/2 or
m = �1/2. This is seen in the classic Stern-Gerlach experiment, in which a beam of
electrons is passed between two magnetic poles. Each electron has a magnetic dipole
moment proportional to its spin, and each electron feels a force which is proportional
to the component of spin in the direction of the magnetic field. When this experiment
is carried out, the beam splits into two indicating that there are only two possible
values of the z-component of the spin.

When we are talking about the spin state of a particle, we therefore have a basis
which has 2s + 1-dimensions. For example, for spin 1/2 particles, the m = 1/2 and
m = �1/2 states, which we will write as |"i and |#i can be adopted as a basis. Using
vector and matrix notation in this basis,

|"i =
✓

1
0

◆
|#i =

✓
0
1

◆

Ŝz =
h̄
2

✓
1 0
0 �1

◆
Ŝ2 =

3h̄2

4

✓
1 0
0 1

◆
.

The ladder operators are

Ŝ+ = h̄
✓

0 1
0 0

◆
Ŝ� = h̄

✓
0 0
1 0

◆
.

(Note that for s = 1/2 the coefficients in the ladder operators are 1).
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By taking the sum and difference of the ladder operators, you can derive expres-
sions for the other components of spin

Ŝx =
h̄
2

✓
0 1
1 0

◆
Ŝy =

h̄
2

✓
0 �i
i 0

◆
.

The matrices that represent Ŝx, Ŝy, and Ŝz (usually written without the h̄/2 factors) are
known as Pauli matrices.

Exercise 32: Check that the Pauli matrices obey the commutation relations for an-
gular momentum.
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Multiple particles

We’ll finish off the course by thinking about what happens when we want to put
multiple particles into a quantum system. In an atom, we can only put one electron
into each state (with quantum numbers n,`,m and ms) — why is that?

Start by thinking about two electrons. We’ll assume that the electrons do not inter-
act with each other, so we can write the Hamiltonian as Ĥ = Ĥ1 + Ĥ2 where subscript
1 or 2 refers to particle 1 or particle 2. The state of the particle can then be written as a
product of one-particle states, one for particle 1 and one for particle 2. For example, a
possible spin state is

|" "i = |"i1 |"i2 ,

in which both particles are “spin up”.
The state |" "i has an important feature, that it is invariant under exchange of the

two particles, i.e. if you swap the particle labels “1” and “2” you get the same state
back. This is a requirement of a multi-particle state because the two electrons are iden-
tical particles — they are indistinguishable. [If you think about measuring the position
of an electron, the wavefunction tells us the probability of measuring one of the elec-
trons to be in a particular location, but we can’t tell which one of the two electrons
we’ve located, they are identical particles. This contrasts with classical physics, were
the equations of motion allow us to track the coordinates of each particle precisely
over time, and the particles are distinguishable.]

The state |# #i, with both electrons being spin-down, is similarly invariant under
exchange of particles. When it comes to a state with one particle up and one down,
however, we have to be more careful. The state |" #i does not work, since it becomes
|# "i when we swap the particle labels. The solution is to form a linear combination,
either

1p
2
(|" #i+ |# "i)

or
1p
2
(|" #i � |# "i) .

With the plus sign, swapping the particle labels gives the same state back. With the
minus sign, swapping the particle labels gives the same state back but with a minus
sign — it is said to be antisymmetric under interchange of particles. (Note that if you
do a second swap you still get back to where you started, as you must.)

Exercise 33: Operate Ŝz and Ŝ2 on these four possible two-electron states. The
total angular momentum Ŝ2 is a bit tricky because (Ŝ1 + Ŝ2)2 has a cross-term
2Ŝ1 · Ŝ2 = 2Ŝ1xŜ2x + 2Ŝ1yŜ2y + 2Ŝ1zŜ2z. Using the ladder operators for spin 1 and
spin 2 this can be rewritten as

Ŝ2 = Ŝ2
1 + Ŝ2

2 + Ŝ1+Ŝ2� + Ŝ1�Ŝ2+ + 2Ŝ1zŜ2z.

What are the corresponding values of s and m for each of the four states?
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You should find that the states form a s = 0 singlet

|0 0i = 1p
2
(|" #i � |# "i)

and s = 1 triplet
|1 1i = |" "i

|1 0i = 1p
2
(|" #i+ |# "i)

|1 � 1i = |# #i .

As we might have guessed, adding two spin 1/2 particles gives an overall spin of
either 1 or 0 (with corresponding m values).

In general, when you add angular momentum in quantum mechanics, e.g. add
spin s to orbital angular momentum ` to get the total angular momentum, the pos-
sible values range from ` + s to |`� s|| in integer steps. The states can be written
as linear combinations of products of the individual angular momentum states, with
coefficients known as Clebsch-Gordon coefficients. For more details, you can look in
Griffith’s book.
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Spin statistics theorem and Pauli exclusion principle

We’ve seen that for two spin 1/2 particles, the possible states are either symmetric
under interchange of the two particles (the triplet states), or anti-symmetric under
interchange (the singlet state). The spin statistics theorem is a connection between the
symmetry under interchange and the spin of the particle:

• Particles with integer spins must have a symmetric wavefunction under inter-
change; these are known as bosons.

• Particles with half-integer spins must have an anti-symmetric wavefunction un-
der interchange; these are known as fermions.

This leads to a lot of fun physics!
For fermions, the need to have an overall anti-symmetric wavefunction gives rise

to the Pauli exclusion principle. As a simple example, ignore spin and consider putting
two particles into a 1D harmonic oscillator, one in state m and one in state n. The
wavefunction has to be anti-symmetric under interchange, so it must be

y(x1, x2) =
1p
2
[yn(x1)ym(x2)� yn(x2)ym(x1)]

where yn(x) is the single particle wavefunction for state n. We see that if n = m the
wavefunction vanishes! Two particles cannot be in the same state. This is the Pauli
exclusion principle.

In an atom, we write the one-electron states as

|n ` mi
����
1
2

ms

�
.

If two electrons have the same n, `, and m, they must be in a singlet spin state so that
the overall wavefunction is antisymmetric:

|yi = |n ` mi1 |n ` mi2

✓
|" #i � |# "ip

2

◆
.

This is why the states of the atom are filled by two electrons with opposite spin.
Bosons are interesting because they have the opposite behavior — they can occupy

the same state. In Bose-Einstein condensation a macroscopic number of particles occupy
the same ground state. This idea underlies superfluids and superconductors.
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