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with the help of the new, pedagogical “H model”. Both 
deterministic General Circulation Models (GCM’s) with 
fixed forcings (“control runs”) and stochastic turbulence-
based models reproduce weather and macroweather, but 
not the climate; for this we require “climate forcings” and/
or new slow climate processes. Averaging macroweather 
over periods increasing to ≈30–50 yrs yields apparently 
converging values: macroweather is “what you expect”. 
Macroweather averages over ≈30–50 yrs have the lowest 
variability, they yield well defined climate states and jus-
tify the otherwise ad hoc “climate normal” period. How-
ever, moving to longer periods, these states increasingly 
fluctuate: just as with the weather, the climate changes in 
an apparently unstable manner; the climate is not what 
you expect. Moving to time scales beyond 100 kyrs, to the 
macroclimate regime, we find that averaging the varying 
climate increasingly converges, but ultimately—at scales 
beyond ≈0.5 Myr in the megaclimate, we discover that the 
apparent point of convergence itself starts to “wander”, pre-
sumably representing shifts from one climate to another.

Keywords Climate · Weather · Scaling · Variability · 
Paleotemperatures

1  Introduction: foreground or background, signal  
or noise?

One of the most fundamental and striking aspects of the 
atmosphere is its space–time variability which starts at the 
size and age of the planet and continues down to millisec-
ond and millimetric dissipation scales. To illustrate this 
Fig. 1a–e takes a “voyage through scales”. Using modern 
data, it covers over seventeen orders of magnitude from 
5.53 × 108 years to 0.07 s (see also R. Rhodes’ novel wide 

Abstract Using modern climate data and paleodata, we 
voyage through 17 orders of magnitude in scale explic-
itly displaying the astounding temporal variability of the 
atmosphere from fractions of a second to hundreds of mil-
lions of years. By combining real space (Haar fluctuation) 
and Fourier space analysis, we produce composites quanti-
fying the variability. These show that the classical “mental 
picture” in which quasi periodic processes are taken as the 
fundamental signals embedded in a spectral continuum of 
background “noise” is an iconic relic of a nearly 40 year 
old “educated guess” in which the flatness of the contin-
uum was exaggerated by a factor of ≈1015. Using mod-
ern data we show that a more realistic picture is the exact 
opposite: the quasiperiodic processes are small background 
perturbations to spectrally continuous wide range scaling 
foreground processes. We identify five of these: weather, 
macroweather, climate, macroclimate and megaclimate, 
with rough transition scales of 10 days, 50 years, 80 kyrs, 
0.5 Myr, and we quantify each with scaling exponents. We 
show that as we move from one regime to the next, that the 
fluctuation exponent (H) alternates in sign so that fluctua-
tions change sign between growing (H > 0) and diminish-
ing (H < 0) with scale. For example, mean temperature 
fluctuations increase up to about 5 K at 10 days (the life-
time of planetary structures), then decrease to about 0.2 K 
at 50 years, and then increase again to about 5 K at glacial-
interglacial scales. The pattern then repeats with a mini-
mum RMS fluctuation of 1–2 K at ≈0.5 Myr increasing to 
≈20 K at 500 Myrs. We show how this can be understood 
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scale range depiction: http://upload.wikimedia.org/wiki-
pedia/commons/f/f5/All_palaeotemps.png). The largest 
scale is the extreme limit of reliable proxies (but still nearly 
an order of magnitude less than the earth’s lifetime), and 

the small scale is still more than two orders of magnitude 
larger than the typical viscous limit.

How can we understand and quantify such huge vari-
ability? The first- and until now—the most ambitious 

Fig. 1  a δ18O from assemblies of cores from ocean sediments of ben-
thic organisms, Table 1 gives some information on the series. Large 
values correspond to small temperatures and visa versa. The top 
series is an update of a global assemblage by Veizer et al. (1999), 
covering the Phanerozoic; the current geological eon during which 
abundant animal life has existed and goes back to the time when 
diverse hard-shelled animals first appeared: this figure goes as far 
back as this technique will allow. Although 2,980 values were used, 
but they are far from uniformly distributed; the figure shows a linear 
interpolation. The corresponding temperature range is indicated based 
on the “canonical” calibration of -4.5 K/δ18O, and may be as much as 
a factor 3 too large, see the discussion in Sect. 5.3 (note the negative 
sign in the calibration: large δ18O corresponds to small temperatures 
and visa versa). The middle series is from a northern high latitude 
assemblage by Zachos et al. (2001) based on global deep-sea isotope 
records from data compiled from more than 40 Deep Sea Drilling 
Project and Ocean Drilling Project sites; it has 14,828 values cover-
ing the period back 67 million years ago, again non uniformly distrib-
uted in time, it is considered to be globally representative. The bot-
tom series is from Huybers (2007), it uses 2,560 data points 12 
benthic and 5 planktic δ18O records over the Quaternary (the recent 
period during which there were glacials and interglacials; the rough 
oscillations that are visible, the series is mostly from high northern 
latitudes). For both of these series a roughly 50 % larger calibration 
constant −6.5 K/δ18O was used in order to take into account the 
larger high latitude variations (“polar amplification” Sect. 5.3). The 
ellipses, arrows and numbers indicate the parts of the time axis and 
zoom factor needed to go from one series to the next. This figure is 
continued in (b). b The top series is the temperature anomaly from 
the Epica Antarctic core using a Deuterium based paleotemperature 
(see Table 1 for information on the data, the temperature anomalies 
are in degrees K). We may note the loss in resolution (the apparent 
increase in smoothness) of the curve as we move into the past (to the 
right); it is an artefact of the compression of the ice column. Clearly, 
the neat classification of the series into 8 glacial and interglacial 
(parentheses) epochs is a somewhat subjective simplification of the 
true variability. Up to at least periods ≈105 years, we see that the 
temperature seems to “wander” i.e. as we consider the change in tem-
perature for increasingly long time periods, the temperature changes 
more and more. The series in the second row is over the time period 
indicated by the circle in the top row, it is from a high resolution 
GRIP core (Summit Greenland). The current interglacial—the Holo-
cene—is at the far left and an ellipse indicates the most recent 1,000 
period. This last millennium is indicated in the bottom series which—
conversely to the preceding—shows the present on the right, the past 
on the left. This is a multiproxy temperature estimate from Moberg et 
al. (2005), the ellipse (right) shows the industrial epoch with global 
warming; not all of this variability is natural in origin. The ellipses, 
arrows and numbers indicate the parts of the time axis and zoom fac-
tor needed to go from one series to the next. This figure is continued 
in (c). c The top series the longest available instrumentally based 
global temperature estimates (monthly, land only, 3,129 values, 
1753–2013, Rohde et al. (2013), the red is the annual average (tem-
peratures in °C). The data set goes back to 1753 but due to the very 
large uncertainties at the early dates (due to limited data), the thick-
ness of the zigzagging at the far left is large. This covers the period 
since the industrial revolution, which is sometimes known as the 
anthropocene; the geological period strongly influenced by humans. 
Starting in 1871, reanalysis data at 2° × 2°, 6 h resolution is available 

from the 20th C reanalysis (Compo et al. 2011); data at 700 mb are 
shown. There were over 2 × 105 values so that in order to make the 
comparisons with the blow-ups in Fig. 1d as fair as possible, we aver-
aged so as to only display 720 points (the resolution of each point 
displayed here is thus about 3 months). The middle series shows the 
raw data that includes the dominant annual cycle; the bottom series is 
the same but with this removed. We also show for reference an esti-
mate the amplitude of the anthropogenic change (from Lovejoy 
2014b close to the IPCC AR4 estimate); for the global change since 
1880, it is ≈0.85 K. For the land only (top series Rohde et al. 2013), 
the estimate is 1.5 K. d The upper left is the same as the lower series 
in (c). We successively take the left half of the series and blow it up 
by a factor of ≈2, retaining 720 points at each step until we get to the 
6 h resolution series (bottom left), the total length of each series is 
indicated in red. The bottom right series is also from Montreal, but 
from a millimetre sized thermistor on the roof of the physics building 
at 0.067 s resolution. The temperature scale is the same for all the 
series except the lower right. If higher resolution data were available, 
the variability would continue for at least another 2 orders of  
magnitude to kHz scales. Starting at the lower left we see that—as for 
the Epica series (a, top row)—that the temperature appears to  
wander like a drunkard’s walk with temperature differences 
ΔT = T(t + Δt) − T(t) tending to grow with time intervals Δt. This 
character is still apparent at the next (6 h resolution, lower left)—at 
least for intervals as long as 10–20 % of the series length (i.e. up to 
10–20 days long). As we move upwards to longer and longer resolu-
tions to the series indicated 34.5 years (which is at 16 day resolution), 
notice that the overall variation of the series doesn’t change much 
(i.e. the rough range between the maximum and minimum is nearly 
independent of the resolution). Also notice that the “wandering” char-
acter is gradually lost and that by the time we reach a 16 day resolu-
tion, fluctuations are tending to cancel in a fairly systematically man-
ner. A consequence is that as move to even lower resolutions (the 
upper two series), that the amplitude of the fluctuations starts to sys-
tematically decrease; we appear to be slowly converging to a well-
defined climate state. e Representative series from each of the five 
scaling regimes taken from a–d with the addition of the hourly sur-
face temperatures from Lander Wyoming, (bottom, detrended daily 
and annually). The Berkeley series (second from the bottom) was 
taken from a fairly well estimated period before significant anthropo-
genic effects and was annually detrended. The Veizer series (top) was 
taken over a particularly data rich epoch, but there are still traces of 
the interpolation needed to produce a series at a uniform resolution. 
In order to fairly contrast their appearances, each series had the same 
number of points (180) and was normalized by its overall range (the 
maximum minus the minimum), and each series was offset by 1 K in 
the vertical for clarity. The resolutions were adjusted so that as much 
as possible, the smallest scale was at the inner scale of the regime 
indicated. The series resolutions were 1 h, 1 month, 400 years, 14 
kyrs, 370 kyrs and 1.23 Myrs bottom to top respectively. In the mac-
roclimate regime, the inner scale was a bit too small and the series 
length a bit too long. The resulting megaclimate regime influence on 
the low frequencies was therefore removed using a linear trend of 
0.25 δ18O/Myr. The resolutions and time periods are indicated next to 
the curves. The black curves have H > 0, the red, H < 0, see the 
parameter estimates in Table 2. From top to bottom the ranges used 
fornormalizing are: 10.1, 4.59, 1.61 (Veizer, Zachos, Huybers respec-
tively, all δ18O), 6.87, 2.50, 25 K (Epica, Berkeley, Lander)

▸
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attempt was Mitchell’s single composite spectrum rang-
ing from hours to the age of the earth (≈4.5 × 109 to 10−4 
years, bottom, Fig. 2a (Mitchell 1976), see also Fig. 2b for 
a blow-up of the low frequency part). In spite of Mitchell’s 
candid admission that this was mostly an “educated guess”, 
and notwithstanding the subsequent revolution in climate 
and paleoclimate data, nearly 40 years later it has achieved 
an iconic status and is still regularly cited and reproduced 
in climate papers and textbooks (e.g. Dijkstra and Ghil 
2005; Fraedrich et al. 2009; Dijkstra 2013). Its continuing 
influence is demonstrated by the slightly updated version 
shown in Fig. 2c which currently adorns NOAA’s NCDC 
paleoclimate web site.

Certainly its endurance has nothing to do with its accu-
racy. Within 15 years, two scaling composites (close to 
several of those shown in Fig. 2a), over the ranges 1 h to 
105 yrs, and 103 to 108 yrs, already showed astronomical 
discrepancies (Lovejoy and Schertzer 1986; Shackleton 
and Imbrie 1990 respectively). Whereas over the range 1 h 
to 109 yrs, Mitchell’s background varies by a factor ≈150, 

these composites implied that the true range was a factor 
≈1015 and Fig. 2a extends this by another order of mag-
nitude. Shackleton and Imbrie (1990) laconically note that 
their spectral slope was “much steeper than that visualised 
by Mitchell”, a conclusion reinforced by the subsequent 
scaling composites of Pelletier (1998) and Huybers and 
Curry (2006). Over at least a significant part of this range, 
Wunsch (2003) further underlined its misleading nature by 
demonstrating that the contribution to the variance from 
specific frequencies associated with specific quasi periodic 
processes was much smaller than the contribution due to 
the continuum. NOAA’s update (Fig. 2c)—with its totally 
flat background—compounds Mitchell’s error by a further 
two orders of magnitude bringing it to a total of roughly 
ten quadrillion. If we attempt to extend Mitchell’s picture 
to the dissipation scales at frequencies 6 or 7 orders of 
magnitude higher (for millimetric spatial scale variability), 
the spectral range would increase by an additional ten or so 
orders of magnitude. Finally, in Fig. 4f, we plot the same 
information but in real space and find that whereas the 
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RMS fluctuations at 5.53 × 108 years are ≈±10 K so that 
extrapolating Gaussian white noise over the range implies a 
value ≈10−6 K, i.e. it is in error by a factor ≈107.

We needn’t look far for the reasons for Mitchell’s suc-
cess. In the words of the NOAA site, although “in some 
respects it over generalizes and over-simplifies climate 

processes”, the “… figure is intended as a mental model 
to provide a general “powers of ten” overview of climate 
variability, and to convey the basic complexities of cli-
mate dynamics for a general science savvy audience.” Just 
as van Leuwenhook peered through the first microscope 
and discovered a “new world in a drop of water”, NOAA 
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anticipates finding “new worlds” by zooming in or out of 
scale. It is an accurate description of what (Mandelbrot 
1981) called a “scale bound” scientific ideology: it is so 
powerful that even quadrillions are insufficient to shake 
it. And just in case a skeptic fails to see evidence for the 
purported dominance of oscillations, the site assures us 
that just “because a particular phenomenon is called an 
oscillation, it does not necessarily mean there is a particu-
lar oscillator causing the pattern. Some prefer to refer to 
such processes as variability.” Variability has thus become 
synonymous with oscillations, the spectral continuum is 
beneath consideration.

In Mitchell’s time, this scale bound view had already 
led to an atmospheric dynamics framework that empha-
sized the importance of numerous processes occurring at 
well defined time scales, the quasi periodic “foreground” 
processes illustrated as bumps—the signals—on Mitchell’s 
nearly flat background. Although in Mitchell’s original fig-
ure, the lettering is difficult to decipher, Fig. 2c spells them 
out more clearly with numerous conventional examples, 
and in Sect. 5 we mention a relatively new proposal by 
Shaviv and Veizer (2003) that the bump at ≈(135 Myr)−1 
has a celestial explanation. With the development of low 
dimensional deterministic chaos, the bumps were increas-
ingly associated with specific chaos models, analysed with 
the help of the dynamical systems machinery of bifurca-
tions, limit cycles etc., and more recently updated with 
the help of stochastics: the “random dynamical systems” 
approach (e.g. Chekroun et al. 2010; Dijkstra 2013). From 
the spectral point of view, wide range continuum spectra 
are generic results of systems with large numbers of spa-
tial degrees of freedom (“stochastic chaos”, Lovejoy and 
Schertzer 1998) and hence is incompatible with the usual 
deterministic chaos. Similarly, the spectra will be scaling—
i.e. power laws—if there are no dynamically important 
characteristic scales or scale breaks. Although in the ran-
dom dynamical systems approach, the driving noise may be 
viewed as the expression of a large numbers of degrees of 
freedom, this interpretation is only justified if there is a sig-
nificant scale break between the scales of the noise and of 
the explicitly modelled dynamics, it is not trivially compat-
ible with scaling spectra.

The success of Mitchell’s composite climate spectrum 
parallels that of the earlier meteorological spectral com-
posite in Van der Hoven (1957). The latter figure rapidly 
became a classic, and for several decades was regularly 
reproduced (often with embellishments). Notably—in spite 
of very strong early criticism—it consecrated the scale 
bound “meso-scale gap” notion that is still used today to 
justify the (empirically and theoretically untenable) divi-
sion of atmospheric processes into small scale isotropic 3D 
and large scale isotropic 2D turbulence (see the discussion 
in Sect. 3).

The purpose of this paper is therefore to stand Mitch-
ell on his head, to invert the roles of foreground and back-
ground—of signal and noise—to treat the spectral con-
tinuum with its challenging and nontrivial multifractal 
scaling, as the fundamental signal and to relegate the resid-
ual quasiperiodic processes to the role of background pro-
cesses where they belong. With the help of scaling expo-
nents, we broadly separate the atmospheric spectrum into 
five qualitatively different dynamical regimes: weather, 
macroweather, climate, macroclimate and megaclimate 
(see Table 2, Figs. 2a, b, 4e). We do not deny the exist-
ence of scale bound, quasiperiodic processes, only that they 
should be properly viewed as perturbations to wide range 
scaling processes with the latter not the former represent-
ing the outcome of the dominant highly nonlinear—but 
apparently scaling—dynamics. Ironically, the strongest 
known periodic process—the diurnal cycle—is indeed reg-
ularly treated in this way with respect to numerical weather 
forecasting, all we are suggesting is that the other (much 
weaker) oscillations be treated similarly.

The time has come to focus our energies on understand-
ing this primary scaling dynamics. By using modern (mul-
tiscaling) notions as well as improved (real space) fluctua-
tion analysis techniques (Haar fluctuations), we show that 
these scaling regimes alternate between those where fluctu-
ations increase with scale (weather, climate, megaclimate) 
and those where they decrease with scale (macroweather, 
macroclimate). In particular, we discuss why this distinc-
tion is fundamental for understanding—and even objec-
tively defining—the weather and climate. It explains quite 
simply why—to use the popular phrase—the “weather is 
what you get” but also why—perhaps surprisingly—the cli-
mate is not what you expect.

Although evidence for this picture has accumulated for 
nearly 30 years, the explosion of climate data and paleo data 
combined with advances in numerical modelling and non-
linear geophysics techniques have lead to rapid progress; we 
review this literature. This paper amplifies and greatly aug-
ments the scope of a recent highly condensed review in the 
magazine EOS (Lovejoy 2013). It benefits from the intro-
duction of improved (interpolation-free) algorithms needed 
for analysing paleo data (“Appendix”), and applies them 
to several new data sets; all the figures are original. This 
includes for the first time its extension to the larger scale 
macroclimate and megaclimate regimes. It updates earlier 
reviews (Lovejoy and Schertzer 2012a, 2013) and also con-
tains some new pedagogical material helpful in understand-
ing the fluctuation exponent H (Sect. 2).

In order to lighten the text, some of the technical details 
and references to the data sets are given in the captions, and 
the individual series are referred to in a shorthand way, usu-
ally by the name of the first author of the relevant source 
paper, see Table 1.
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2  Standing Mitchell on his head: the scaling paradigm

Mitchell realized that atmospheric variability existed over a 
continuum of scales so that the quasiperiodic signals must 
be superposed onto a continuous “background” spectrum. 
But he considered the background to be an uninteresting, 

“noise” which was primarily modelled by the simplest 
stochastic process—white noise. However, this implies an 
unrealistically flat spectral background, so that integrals of 
white noise were also admitted: more precisely Mitchell’s 
model is of a hierarchy of Ornstein–Uhlenbeck processes 
with spectra E(ω) ≈ ω−β with β = 0, 2 respectively where 

(a)

(c)

(b)
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β is the spectral exponent: the negative slope on the log–
log plot in Fig. 2a. The spectral spikes—whose apparent 
importance is artificially magnified by the grossly depleted 
“background”—are therefore superposed on a spectrum 
consisting of a series of “shelves” and represented distinct 
physical processes. Mitchell explained his idea as follows:

As we scan the spectrum from the short-wave end 
toward the longer wave regions, at each point where 
we pass through a region of the spectrum correspond-
ing to the time constant of a process that adds vari-
ance to the climate, the amplitude of the spectrum 
increases by a constant increment across all sub-
stantially longer wavelengths. In other words, each 
stochastic process adds a shelf to the spectrum at an 
appropriate wavelength (Mitchell 1976).

Interestingly, Fig. 2a shows that Mitchell did a much 
better job at estimating the amplitude of the sharp spikes 
although there were still biases in the “bumps”. For exam-
ple from the red daily resolution curve, the annual cycle is a 
factor ≈1,000 above the background (the green spike added 

to the global spectrum on the right of Fig. 2a) compared to 
Mitchell’s estimate of a factor ≈400, and Mitchell’s daily 
spike is about a factor ≈80 above the background whereas 
the hourly Lander data has a spike nearly a factor ≈3,000 
above the background (Lovejoy and Schertzer 2013). As for 
his “bump” near (105 years)−1, it is a factor ≈10 above the 
background which is about the same as that from the Huy-
bers and Epica spectral estimates. However even here his 
scale-bound bias is apparent since the width of this “bump” 
is roughly a factor of two in frequency which is much less 
than the true width (a factor of ≈10); in Sect. 5.3, we argue 
that rather than being a quasiperiodic signal, this may sim-
ply be a short macroclimate scaling regime with H < 0.

By the early 1980s, following the explosion of scaling 
(fractal) ideas it was realized that scale invariance was a 
very general symmetry principle often respected by nonlin-
ear dynamics, including many geophysical processes and 
turbulence. The signature of a scaling process is a power 
law spectrum, linear on a log–log plot. Although in order 
to accommodate the wide range of scales, Mitchell had 
found it “necessary to resort to logarithmic coordinates”, 

Fig. 2  a A comparison of Mitchell’s, “educated guess” of the spec-
trum [bottom, Mitchell 1976) with modern evidence from spectra 
of a selection of the series displayed in Fig. 1 (the plot is log–log). 
There are three sets of red lines; on the far right, the spectra from the 
1871 to 2008 20 CR (at daily resolution) quantifies the difference 
between the globally averaged temperature (bottom) and local aver-
ages (2° × 2°, top). This figure has been faithfully reproduced many 
times (with the same admittedly mediocre quality). It is not actu-
ally very important to be able to read the lettering near the spikes, if 
needed they can seen in (c) which is inspired by figure a. The upper 
left red curve is from the calibrated Epica Antarctic core (interpolated 
to 276 yrs resolution, see “Appendix”). All the spectra were averaged 
over logarithmically spaced frequency intervals (10 per order of mag-
nitude), thus “smearing out” the daily and annual spectral “spikes”. 
These spikes have been re-introduced without this averaging, and 
are indicated by green spikes above the red daily resolution curves. 
Using the daily resolution data, the annual cycle is a factor ≈1,000 
above the continuum, whereas using hourly resolution data (from the 
Lander series, Fig. 4a), the daily spike is a factor ≈3,000 above the 
background. Also shown is the other striking narrow spectral spike 
at (41 kyrs)−1 (obliquity; ≈a factor 10 above the continuum), this is 
shown in dashed green since it is only apparent in the Huyber series 
over the period 0.8–2.56 Myr BP. At the upper left, the one brown 
curve and two black curves are δ18O spectra from the benthic assem-
blages (Fig. 4c, d), the rightmost black is the Huybers series (at 10 
kyr resolution), the middle (brown), is the Zachos series (interpolated 
to 18 kyrs), the leftmost (black) is Veizer series (interpolated to 185 
kyrs). For the global (not polar) Veizer series, the canonical calibra-
tion −4.5 K/δ18O was used for the upper solid line, the (extreme) 
tropical ocean value −1.5 K/δ18O was used for the solid line (the 
true calibration is presumably between the two; see the discussion in 
Sect. 5.3), the caption of Fig. 4c, d and see the blow-up in (b) for 
the northern and high latitude Huybers and Zachos series the calibra-
tion −6.5 K/δ18O was used, this aligns best with the Epica ice core 
data (here and Fig. 4c) and is justified by the roughly 50 % higher 
high latitude variability; this single calibration constant is the only 
“adjustable” parameter in the figure (the dashed red line shows the 
Epica spectrum with the downward shifted by a factor (1.5)2 to take 

into account the high latitude amplification). Beyond this direct cali-
bration factor, small additional vertical shifts are required because of 
intermittency: when comparing the spectra of a process averaged at 
resolutions differing by a factor λ, the spectral densities will be in 
ratio λK(2) where K(2) is of the order of 0.1–0.2 in the megaclimate 
regime (Table 1; see Gagnon et al. 2006) for the theory: the Zachos 
curve was displaced downward by 0.25, and the Veizer curve by 
0.45 so as to make their resolutions effectively comparable with the 
Huybers curve). The final adjustment was to give the 20CR spectra 
a small (0.2) shift downward to account for the fact that for techni-
cal reasons it was taken at the slightly more variable vertical level of 
700 mb rather than the surface (the shift was estimated from Fig. 4a 
by comparing it with the RMS surface series fluctuations). To avoid 
crowding, the spectra of the other series analysed in Fig. 4 were 
not shown. The blue lines have slopes indicating the scaling behav-
iours (E(ω) ≈ ω−β) deduced from the real space Haar analyses 
(Fig. 4). The scaling exponents β are related to the slopes in Fig. 4 
(ξ(2)/2; see Table 2) by β = 1 + ξ(2). The thin dashed green lines 
show the transition frequencies deduced from the spectra; these are 
at (20 days)−1, (50 yrs)−1, (80 kyrs)−1, and (500 kyrs)−1 close to 
those deduced in real space in Fig. 4. At the far right, the blue line is 
close to the detrended hourly Lander data, the exponent is the turbu-
lent value β = 1.8 (and hence presumably continues down to much 
higher frequencies). b A blow up of the low frequency spectra in (a) 
upper left, black, Veizer (solid −4.5 K/δ18O, dashed, −1.5 K/δ18O), 
upper left brown, Zachos, intermediate, black, Huybers (−6.5 K/
δ18O) and rightmost, red, Epica (the dashed red line is shifted down-
ward by a factor (1.5)2 to compensate for high latitude amplifica-
tion). The reference lines have the slopes indicated, the transitions 
are at (80 kyrs)−1, (500 kyrs)−1. Note the bump in the Veizer curve 
at around (1.35 Myr)−1, this has been hypothesized as a consequence 
of periodic cosmic ray flux forcings (Shaviv and Veizer 2003). c The 
updated version of Mitchell’s spectrum reproduced from NOAA’s 
NCDC paleoclimate web site (http://www.ncdc.noaa.gov/paleo/ctl/
about1.html). The “background” on this paleo site is perfectly flat; 
hence in comparison with the empirical spectrum in (a), it is in error 
by an overall factor ≈1016

◂
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there was no implication that the underlying processes 
might have nontrivial scaling over any significant range. 
In contrast, scaling symmetries, were explicitly invoked 
to justify the alternative composite picture (Lovejoy and 
Schertzer 1984, 1986] which profited from early ocean 
and ice core paleotemperatures and used both spectra and 
(real space) structure function statistical analyses. These 
analyses already clarified the following points: (a) the 
distinction between the variability of regional and global 
scale temperatures with at least the local temperatures hav-
ing a high frequency scaling regime with β ≈ 1.8 (down 
to ≈(1 month)−1), (b) this is followed by a fairly flat 
lower frequency relatively flat “spectral plateau” down to 
≈(400 yrs)−1 for local temperatures (but only to ≈(5 yrs)−1 
for global temperatures), (c) that at frequencies below the 
plateau below that there was a another scaling range down 
to frequencies of the order of ≈(50 kyrs)−1 with an expo-
nent β ≈ 1.8, (d) that the latter scaling regime could quan-
titatively explain the magnitudes of the temperature swings 
between interglacials (“ice ages”): the “interglacial win-
dow” (see below).

We have mentioned that this picture has been supported 
by other scaling composites (Shackleton and Imbrie 1990; 
Pelletier 1998; Huybers and Curry 2006) but even with-
out producing composites, other authors shared the scal-
ing framework, e.g. (Koscielny-Bunde et al. 1998; Talkner 
and Weber 2000; Ashkenazy et al. 2003; Bunde et al. 2005; 
Rybski et al. 2008; Franzke 2010; Lennartz and Bunde 
2009; Franzke et al. 2013; Rypdal and Rypdal 2014). Their 
results are qualitatively very similar—including the posi-
tions of the scale breaks; the main innovations are (a) the 
increased precision on the β estimates and (b) the basic dis-
tinction between continental and oceanic spectra including 

their exponents. We could also mention the composite of 
(Fraedrich et al. 2009) which is a modest adaptation of 
Mitchell’s: it innovates by introducing a single scaling 
regime from ≈3 to ≈100 years.

Using real temperature and paleotemperature data, 
examples showing the behaviours of the different regimes 
are graphically illustrated Fig. 1e where the resolutions 
have been chosen as much as possible in order to show 
series with behaviours mostly from single regimes. To 
make the comparisons more objective, they have been 
nondimensionalized in time (each using 180 resolution 
units overall) and by normalizing them by their over-
all ranges (from bottom to top the series resolutions were 
1 h, 1 month, 400 yrs, 14 kyrs, 370 kyrs and 1.23 Myrs). 
Notice that in the weather regime (Fig. 1e, bottom, and bot-
tom right of Fig. 1d) the temperature seems to “wander” 
up or down like a drunkard’s walk so that temperature dif-
ferences typically increase over longer and longer periods. 
Turning to the macroweather series (Fig. 1e, second from 
the bottom and in Fig. 1d, the 16 day resolution, 34.5 years 
long series), we see that it has a totally different appearance 
with successive fluctuations on the contrary tending to can-
cel each other out, i.e. with decreases followed by partially 
cancelling increases (and visa versa). At first sight, this vin-
dicates the “climate is what you expect” idea since aver-
ages over longer and longer periods will clearly converge. 
From this, we anticipate that at decadal—or certainly at 
centennial scales—that we will see at most smooth, slow 
variations. However, when we turn to the century resolu-
tion climate series (Fig. 1e, third from the bottom) on the 
contrary, we once again see weather-like wandering. The 
top two series in Fig. 1e takes this observation to even 
longer time scales showing that this pattern of cancelling 

Table 2  The five atmospheric scaling regimes with their approximate inner scales and their basic temporal scaling exponents H, C1, α as well as 
the derived spectral exponent β = 1 + ξ(2)

The parameters were estimated from Haar fluctuation structure functions using the relations H = ξ(1), H − C1 = ξ′(1), α = ξʺ(1)/C1; see the dis-
cussion in Sect. 4. Note that the approximation β = 1 + 2H is accurate to ≈2C1
a,b The exponents in the weather and macroweather regimes are from a variety of sources reviewed in Lovejoy and Schertzer (2013). The local 
and global scale weather exponents are given using the 20CR data at hourly resolution. The local value H ≈ −0.4 is for land, H ≈ −0.2 for 
ocean, the global value (≈−0.2) being dominated by ocean. The global macroweather exponent is from Fig. 4a, the 20CR. The α value was not 
estimated since the intermittency was too small. We could also mention that the transition from macroweather to climate is a little different in the 
industrial and pre-industrial epochs, the former being a little smaller 10–30 years, see Lovejoy et al. (2013a)
c The climate exponents were estimated from Epica and Vostok ice core paleotemperatures
d The macroclimate exponents were estimated from Epica ice core and Huybers benthic ocean cores
e The megaclimate exponents were estimated from The Veizer and Zachos benthic cores

Weathera (local) Weathera (global) Macroweather (local)b Macroweather (global) Climatec Macroclimated Megaclimatee

Inner scale ≈1 ms – ≈10 days 10 days ≈40 years ≈80 kyrs ≈0.5 Myr

H 0.4 0.75 −0.4 to −0.2 −0.2 0.4 −0.8 0.4

C1 0.08 0.005 ≈ 0.03 0.005 0.07 0.12 0.03

α 1.6 _ _ 1.4 1.5 1.5

β 1.8 2.5 0.2 0.8 1.8 -0.6 1.8
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and wandering repeats once more (see Table 2, Sect. 5.3 
where we also discuss the interpretation of these benthic 
δ18O series).

Below we shall see that the fluctuations ΔT(Δt) 
over a time interval Δt (defined precisely in Sect. 4) are 
in each case roughly scaling (power laws) of the form 
ΔT(Δt) ≈ ΔtH so that the sign of H qualitatively distin-
guishes the “wandering” (H > 0) or “cancelling” (H < 0) 
behaviours (since β ≈ 2Η +1, the critical value H = 0 
roughly corresponds to a critical spectral exponent β = 1). 
H is the “fluctuation exponent” (also called the “noncon-
servation” exponent) that we discuss in more detail in 
Sect. 4. It is denoted “H” in honour of Edwin Hurst but 
in general—unless the process is Gaussian—it is not the 
same as the Hurst (i.e. “R/S”) exponent (e.g. for a standard 

random walk (Brownian motion) they both yield H = ½). 
In nonlinear dynamical systems, power laws arise when 
over a range of scales there are no processes strong enough 
to break the scaling symmetry. Another way of putting this 
is to say that the dominant dynamical processes occur in 
synergy over a wide range of scales, with the resulting 
behaviour displaying no characteristic size or duration. 
We can express this in yet another way in terms of sys-
tems theory: H < 0 indicates negative feedbacks occur-
ring over a wide range of scales in a scale invariant way 
whereas H > 0, indicates positive feedbacks occurring over 
a wide range (this should not be confused with persistence 
and antipersistence which for Gaussian processes refer to 
fluctuations growing more or less quickly than Brownian 
motion).

Fig. 3  a The first two steps in 
the construction of the fractal 
H model. To obtain the second 
row, the motif (i.e. a basic “fluc-
tuation”, top row) is reduced by 
a factor 2 in the horizontal and 
by 2H in the vertical and then 
multiplied by a random sign, 
this is placed in the left hand 
half of the figure; the right hand 
half has the same shape but with 
another random sign. b The 
first 8 steps in the construction 
of the fractal H model with the 
sum, bottom series. In the left 
hand column we show the result 
for H > 0, the right, H < 0. In 
the H > 0 case we see that the 
amplitude of the fluctuations 
decreases as we go to smaller 
scales whereas in the H < 0 
case, they increase

Fluctuations decrease 
with scale 

H = 0.4 H = -0.4

+ 
+ 

+ 
+ 

+ 

+ + 

+ + 

+ + 
+ 

+ 

= 
= 

Fluctuations increase
with scale 

Weather, climate, megaclimate Macroweather, macroclimate 
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In order to understand this H exponent, consider the 
simple (essentially pedagogical) fractal construction shown 
in Fig. 3a, b, that—for want of a better name—we call the 
“H model” (when 1 > H > 0 it is a variant on the “pulse 
in pulse” model, and has divergence of statistical moments 
of order > 1/H, i.e. 〈ΔTq〉 → ∞ for q > 1/H, see Lovejoy 
and Mandelbrot 1985). To simulate a series with fluctuation 
exponent H over the unit interval, start with the basic fluc-
tuation, the step function labelled “motif” in Fig. 3a (top); 
the dashed line indicates the horizontal axis so that the left 
half is negative, the right half is (symmetrically) positive. 
To obtain the 2nd generation of the construction, compress 
the motif by a factor two in the horizontal and 2−H in the 
vertical and place the result in the left half of the inter-
val, then multiply it by a random sign. Finally, repeat with 
another random sign and place the result in the right half 
interval. The figure shows the result for signs +, −; this 
defines the fluctuations at the corresponding reduced scale. 
Figure 3b shows the result when this is iterated 8 times; 
the left column with H > 0, the right column, H < 0. The 
final fractal process is obtained by summing all the contri-
butions. Notice that in the H > 0 process, the fluctuations 
decrease with scale so that the process is dominated by 
the larger scales, conversely for the H < 0 process. When 
H < 1 the process has mean fluctuations �∆T(∆t)�∝∆tH.

3  Scaling in the weather, macroweather and climate 
regimes

In this section, we review and discuss the three high fre-
quency regimes whose scaling is relatively well estab-
lished and quantified, we postpone discussion of the much 
less studied low frequency macroclimate and megaclimate 
regimes until Sect. 5.3.

Taken individually, for the weather (Δt ≈ <τw; 
τw ≈ 10 days), macroweather (τw < Δt < τc; prein-
dustrial epoch: τc ≈ 50–100 yrs, industrial epoch, 
τc ≈ 10–30 yrs), and climate (Δt > τc) regime, there are 
now many studies supporting the scaling picture and esti-
mating various scaling exponents in each. Starting with the 
climate regime, numerous paleo temperature series (mostly 
from ice and ocean cores) have been analyzed and there is 
broad agreement on their scaling nature with spectral expo-
nents estimated in the range βc ≈ 1.3 to 2.1 over the range 
from hundreds to tens of thousands of years, (Lovejoy 
and Schertzer 1986, 2012a; Schmitt et al. 1995; Ditlevsen 
et al. 1996; Pelletier 1998; Ashkenazy et al. 2003; Wun-
sch 2003; Huybers and Curry 2006; Blender et al. 2006; 
Lovejoy 2013; Rypdal and Rypdal 2014). These analyses 
employed diverse techniques including spectra, difference 
and Haar structure functions as well as Detrended Fluc-
tuation Analysis so that the results are fairly robust. In 

addition, as discussed below (Fig. 4a–e), further analyses 
from surface temperatures, multiproxy reconstructions and 
138 year long Twentieth Century reanalysis (20CR, Compo 
et al. 2011), lend this further quantitative support.

Similarly, in the macroweather regime, there are now 
many studies finding scaling with spectral exponents 
βmw < 1, e.g. for the temperature; with some variation in 
βmw between oceans and continents, northern latitudes 
and tropics: (Lovejoy and Schertzer 1986; Pelletier 1998; 
Huybers and Curry 2006; Fraedrich and Blender 2003; 
Koscielny-Bunde et al. 1998; Bunde et al. 2004; Eichner 
et al. 2003; Lennartz and Bunde 2009; Blender et al. 2006; 
Fraedrich et al. 2009; Lanfredi et al. 2009). Since βmw is 
small, log–log spectra appear as fairly flat hence the origi-
nal term “spectral plateau”. A review of the ubiquitous 
empirical evidence for this include analyses of the tem-
perature, wind, humidity, geopotential height, rain, vertical 
wind, and the North Atlantic Oscillation, Southern Oscilla-
tion and Pacific Decadal Oscillation indices (Lovejoy and 
Schertzer 2010, 2013).

Of the three high frequency regimes, the only one 
where the idea of an at least roughly scaling spectrum 
is still somewhat controversial is the weather regime 
(scales < τw ≈ 10 days). To understand the debate, recall 
that the classical turbulence theories describing the statisti-
cal variability of weather are all based on isotropic scaling, 
the most famous being the Kolmogorov k−5/3 spectrum for 
the wind (k is a wavenumber). However, the strong vertical 
atmospheric stratification prevents isotropic scaling from 
holding over any scale ranges spanning the scale thick-
ness of the atmosphere (≈10 km). At larger scales, one 
must therefore abandon either the scaling or the isotropy 
assumption. Influenced by Van der Hoven’s meso-scale 
gap (Sect. 1), and following Kraichnan’s development of 
2-D turbulence and Charney’s extension to (still essentially 
2D) “quasi geostrophic” turbulence, the usual choice was 
to retain isotropy and to divide the dynamics into 2D iso-
tropic (large scale) and 3D isotropic (small) scale regimes 
(Kraichnan 1967; Charney 1971). However, starting with 
(Schertzer and Lovejoy 1985), a growing body of evidence 
and theory has supported the alterative anisotropic scal-
ing hypothesis. Thanks both to modern empirical evidence 
(e.g. the review Lovejoy and Schertzer 2010, 2013) and a 
recent massive aircraft study (Pinel et al. 2012), but also to 
theoretical arguments showing that the governing equations 
are symmetric with respect to anisotropic scaling symme-
tries (Schertzer et al. 2012), the question increasingly has 
been settled in favor of anisotropic scaling (see the recent 
debate Lovejoy et al. 2009, 2010; Lindborg et al. 2010a, b; 
Schertzer et al. 2011, 2012; Yano 2009). The implications 
of this anisotropic spatial scaling for the temporal statis-
tics are discussed in Radkevitch et al. (2008), Lovejoy and 
Schertzer (2010) and Pinel et al. (2014).
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A review of diverse evidence from reanalyses, in situ 
and remotely sensed data (Lovejoy and Schertzer 2010, 
2013) shows that for wind, temperature, humidity, pres-
sure, short and long wave radiances, βw is commonly in 
the range 1.5–2 (certainly > 1, hence H > 0). The existence 

of a basic transition in the range ≈5 to 20 days has been 
recognized at least since (Van der Hoven 1957) who noted 
a low frequency spectral “bump” at around 5 days. Later, 
the corresponding features in the temperature and pressure 
spectra were termed “synoptic maxima” by Kolesnikov and 
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Monin (1965) and Panofsky (1969). More recently, in the 
same spirit as Mitchell, the transition has been modeled 
(e.g. AchutaRao and Sperber 2006) as an Orenstein-Uhlen-
beck process i.e. with βw = 2, βmw = 0, corresponding to 
Hw = 1/2, Hmw = −1/2, although this is not a very accu-
rate approximation and can be misleading (Stolle 2012). 
Finally, (Vallis 2010) proposed a (nonscaling) mechanism 
by suggesting that τw is determined by the lifetimes of baro-
clinic instabilities. These were estimating by the inverse 
Eady growth rate (τEady) and yields τw ≈ τEady ≈ 4 days. 
However this result requires a linearization of the equa-
tions about a hypothetical state having uniform shear and 
uniform stratification across the entire troposphere. In 
comparison, the real troposphere has highly nonuniform 
shears and stratifications, its variability is so strong that it is 
characterized by anomalous scaling exponents throughout 
(Lovejoy et al. 2007) (including H ≈ 0.75 for the horizon-
tal wind in the vertical direction). Another difficulty with 
using τw ≈ τEady is that τEady is inversely proportional to 

the Coriolis parameter so that it diverges at the equator 
whereas the empirical τw is not very sensitive to latitude.

Indeed, a seductive feature of the (anisotropic) scaling 
framework is that it fairly accurately predicts the weather 
to macroweather transition scale τw ≈ 10 days. The argu-
ment is as follows: the sun provides ≈240 W/m2 of heat-
ing with a 3 % efficiency of conversion to kinetic energy 
(see Monin 1972). The energy is distributed reasonably 
uniformly over the troposphere, leading to a turbulent 
energy flux density (ε) close to the observed global value 
ε ≈ 10−3 W/kg (Lovejoy and Schertzer 2010); this is the 
flux of energy from large to small scales. The model pre-
dicts that this turbulent energy flux is the fundamental 
driver of the horizontal dynamics and thus that planetary 
structures have eddy-turnover times of ≈ε−1/3Le

2/3 ≈10 days 
where Le = 20000 km is the largest great circle distance on 
the earth. The analogous calculation for the ocean using the 
empirical (near surface) ocean turbulent flux ε ≈ 10−8 W/
kg, yields a lifetime of ≈1 year which is indeed the scale 

Fig. 4  a Empirical RMS temperature fluctuations (S(Δt)), local 
and global scale analyses of instrumentally based temperatures. The 
upper left curve (green) is from hourly station data (Lander Wyo-
ming, USA) from 2005 to 2008 (4 years) it has been detrended daily 
and annually. The two curves below it (orange, blue) are at grid point 
scale (2° × 2°) daily scale fluctuations averaged over 75°N, and over 
the whole globe respectively from the 20CR, 700 mb. Also shown 
are lines with reference slopes ξ(2)/2 = 0.4, −0.4 ≈ H. Below these, 
the same data averaged globally and then analysed in time (brown); 
the variability is much lower due to the global spatial averaging. The 
curve below that (red) is the result from averaging monthly resolu-
tion temperature series (NOAA NCDC, NASA GISS, HadCRUT3) 
and below this, the average of three post 2003 multiproxy structure 
functions from 1500 to 1900 (pre-industrial; Huang 2004; Ljungqvist 
2010; Moberg et al. 2005). The slight difference (of about 100.1) 
between this surface curve and the 20CR global curve is because 
for technical reasons, the 20CR data were at the 700 mb level. The 
instrument (red) and multiproxy (green) structure functions show 
transitions from H < 0 to H > 0 at somewhat different time scales, 
this is because in the industrial epoch, the anthropogenic forcing is 
stronger than the natural forcing. The dashed green lines indicate the 
rough transition times where the slopes change sign indicating that 
the behaviour changes from fluctuations increasing and decreas-
ing with scale: weather, macroweather to climate. The bottom five 
curves are from (Lovejoy and Schertzer 2012a). b Using the same 
scale as in (a), we compare the RMS Haar temperature fluctuations 
for the Greenland GRIP core at 55 cm (magenta; the same core as 
in Fig. 1b but at lower resolution and  going back to 248 kyrs, see 
Table 1), the Vostok and EPICA Antarctic cores (green, blue respec-
tively based on Deuterium). The Vostok core goes back 420 kyrs, 
for Epica, see Fig. 1b and “Appendix”). Also shown is the intergla-
cial “window” corresponding to glacial-interglacial transitions of 
±2 to ±4 K (i.e. S(Δt) = 4, 8 K) over half periods 30–50 kyrs. Also 
for reference are the pre-industrial multiproxies from (a). The three 
ice core paleo series had nonuniform resolutions but were analysed 
without interpolation using a new Haar fluctuation algorithm. Solid 
and dashed reference lines with slopes ξ(2)/2 = 0.4 are shown cor-
responding to a spectral exponent β = 1 + ξ(2) = 1.8, a flat curve 
in the above corresponds to β = 1. These can be compared with the 
Haar fluctuation analyses of the Vostok and GRIP cores using inter-

polated series (see Lovejoy and Schertzer 2012a). The dashed line 
has been shifted downwards by a factor 1.5 to indicate the approxi-
mate effect of high latitude amplification. c Analysis of the three ben-
thic paleo series from Fig. 1a, 2a, b analysed without interpolation. 
The solid red and purple lines show the structure functions for Huy-
bers and Zachos that were converted to temperature using the calibra-
tion −6.5 K/δ18O, roughly 50 % larger than canonical −4.5 K/δ18O 
(shown as dashed) this roughly takes into account the high latitude 
amplification (see Table 1 for information on the data, see Sect. 5.3 
for a discussion of the calibration). As can be seen in (d), the calibra-
tion of −6.5 K/δ18O gives much better agreement with our knowledge 
of glacial-interglacial variations. For the Veizer data, the solid blue 
indicates −4.5 K/δ18O, the dashed blue −1.5 K/δ18O is an extreme 
limit potentially appropriate to tropical oceans. A reference line with 
slope ξ(2)/2 = 0.4 is shown corresponding to a spectral exponent 
β = 1 + ξ(2) = 1.8. The proposed low frequency regimes: climate, 
macroclimate and megaclimate, are separated by dashed green lines 
at roughly 80 kyrs, 500 kyrs. d A composite focusing on the macro-
climate and megacimate regions, using part of the antarctica ice core 
analyses (only the part Δt > 1 kyr is shown, Vostok dark green, Epica, 
thin blue, left) with the benthic series (purple, Zachos, brown Huy-
bers with −6.5 K/δ18O). The Veizer series uses −4.5 K/δ18O (solid 
blue) and −1.5 K/δ18O (dashed blue). The reference lines have the 
slopes indicated. All the proxies agree quite well for Δt ≈ <200 kyrs 
and for Δt ≈ > 20 Myrs and the Epica macroclimate regime has 
quite linear log–log regime close to the reference line (slope −0.8). 
e This is a wide scale range composite series from the previous anal-
yses (a–c), showing atmospheric variability over the range from 1 h 
to 553 million years. In order to avoid cluttering the diagram, only 
representative curves have been shown (notably with −6.5 K/δ18O 
for Huybers and Zachos, −4.5 K/δ18O for Veizer). We also indicate 
the 5 regimes: weather, macroweather, climate, macroclimate and 
megaclimate. f The composite with a Gaussian white noise (slope 
−1/2) superposed. Following Mitchell (1976), the white noise “back-
ground” was assumed to start at 1 h, the amplitude given by the 
Lander Wyoming station data at hourly resolution. Mitchell’s spectral 
background  (Fig. 2a) ranged over about two orders of magnitude cor-
responding to one order of magnitude in RMS fluctuations, his entire 
range of background is roughly between the two dashed black lines

◂
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separating a high frequency “ocean weather” (with β > 1) 
from a low frequency “macro-ocean weather” with β < 1 
(Lovejoy and Schertzer 2012a; at depth, ε is much lower 
and the corresponding lifetimes are much longer). The 
same reasoning predicts the critical weather/macroweather 
transition on Mars to be ≈1.5 days, this has been con-
firmed with Mars lander  and reanalysis data (Lovejoy et 
al. 2014b).

This picture allows us to understand the weather/mac-
roweather transition since it validates the use of the sto-
chastic turbulence based Fractionally Integrated Flux 
model (FIF, i.e. cascades Schertzer and Lovejoy 1987). 
The FIF model shows that whereas in the weather regime, 
fluctuations depend on interactions in both space and in 
time, at lower frequencies they become “quenched” so that 
only the temporal interactions are important and τw marks 
a “dimensional transition” (Lovejoy and Schertzer 2010). 
Physically, at scales Δt < τw the statistics depend on struc-
tures with lifetimes Δt; at scales Δt > τw they depend on 
the statistics of many planetary sized structures. In addi-
tion, GCM control runs (i.e. without climate forcings) and 
the basic FIF model fairly accurately reproduce the mac-
roweather exponents (see below).

4  Real space fluctuations and analyses

In spite of the now burgeoning evidence that the atmos-
phere’s natural variability is scaling over wide ranges, the 
approaches to understanding natural variability are still 
scale bound. Natural variability is largely identified with 
quasi-periodic behaviours which—when present—have 
the advantage of being predictable. Examples of proposed 
periodicities are El Nino Southern Oscillation (ENSO; 
3–5 years) to multidecadal (e.g. Pacific Decadal Oscilla-
tion, Atlantic Multidecadal Oscillation) to millennial scales 
see (Delworth et al. 1993; Schlesinger and Ramankutty 
1994; Mann and Park 1994; Mann et al. 1995, 2014; Bond 
et al. 1997; Isono et al. 2009). An additional reason for a 
focus on quasi-periodic behaviour is that whereas spectra 
are ideal for understanding periodic processes, they are not 
optimal for scaling processes. For these, the corresponding 
real space analyses are more straightforward to interpret; 
this is particularly true when comparing spectra from dif-
ferent data types with different resolutions. In this section 
we show how this works.

In Sect. 2, in order to understand the qualitatively differ-
ent behaviours in Fig. 1a–e, associated with the fluctuation 
exponent H, we introduced the H model. More generally 
in a scaling regime, ΔT = ϕ ΔtH where ϕ is a controlling 
dynamical variable (e.g. a dynamical flux) whose mean 
<ϕ> is independent of the lag Δt (i.e. independent of the 
time scale). The behavior of the mean fluctuation is thus 
< ΔT > ≈ ΔtH so that if H > 0, on average fluctuations tend 
to grow with scale whereas if H < 0, they tend to decrease. 
Note that the mean is the first order moment; moments of 
other orders (i.e. < ϕq > for q ≠ 1) will generally depend 
on Δt, this is associated with multifractal behaviour (see 
below).

Although it is traditional (and often suffi-
cient) to define fluctuations by absolute differences 
∆T(∆t) = |T(t +∆t)− T(t)|, for our purposes this is not 
sufficient. Instead we should use the absolute difference 
of the mean between t and t + Δt/2 and between t + Δt/2 
and t + Δt. Technically, the latter corresponds to defining 
fluctuations using Haar wavelets rather than “poor man’s” 
wavelets (differences). While the latter is adequate for fluc-
tuations increasing with scale (i.e. H > 0), mean absolute 
differences generally increase and so when H < 0, they 
do not correctly estimate fluctuations. The Haar fluctua-
tion (which is useful for −1 < H < 1) is particularly easy 
to understand since (with proper “calibration”) in regions 
where H > 0, it can be made very close to the difference 
fluctuation and in regions where H < 0, it can be made 
close to another simple to interpret “anomaly fluctuation” 
(the original term “tendency fluctuation” is less intuitive, 
Lovejoy and Schertzer 2012b). While other techniques 
such as Detrended Fluctuation Analysis (Peng et al. 1994; 
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Fig. 5  The RMS Haar fluctuations of the Zachos δ18O series ana-
lysed over 6 successive 10 Myr segments, using the no interpolation 
algorithm (“Appendix”). The number of data points in each segment 
decreases quickly with age, in successive 10 Myr sections there 
were: 6,449, 2,850, 3,250, 1,300, 565, 310 measurements. The brown 
curves are the one standard deviation limits estimated from the first 3 
segments (corresponding roughly to the early Oligocene), the period 
when ice caps contained significant volumes of ice. The green curves 
are for the corresponding limits for the next 30 Myr period, the black 
curve is the mean for the entire data set. We see that the error bars 
of the first and second 30 Myr segments fairly consistently overlap 
indicating that they are reasonably compatible with the hypothesis 
of being produced by the same stochastic process. Also shown is the 
macroclimate-megaclimate transition time (0.5 Myrs) and the refer-
ence line slope 0.4 indicating the overall scaling
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Kantelhardt et al. 2002; Monetti et al. 2003) perform just as 
well for determining exponents, they have the disadvantage 
that their fluctuations are not at all easy to interpret (they 
are the standard deviations of the residues of polynomial 
regressions on the running sum of the original series; see 
(Lovejoy and Schertzer 2012b).

Once estimated, the variation of the fluctuations with 
scale can be quantified by using their statistics; the qth 
order structure function Sq(Δt) is particularly convenient:

where “<.>” indicates ensemble averaging. In a scaling 
regime, Sq(Δt) is a power law

where the exponent ξ(q) has a linear part qH and a convex 
(generally nonlinear) part K(q) and since <ϕ> = constant, 
K(1) = 0. Since Gaussian processes have K(q) = 0, K(q) 
characterizes the strong non Gaussian, multifractal vari-
ability; the “intermittency”. In the macroweather regime 
K(2) is typically small (≈0.01–0.03, see Table 2), so that 
the RMS variation S2(Δt)1/2 (denoted simply S(Δt) below) 
has the exponent ξ(2)/2 = Η – K(2)/2 ≈ H = ξ(1). In the 
climate, macroclimate and megaclimate regimes, this inter-
mittency correction is a bit larger (see Table 1 and caption). 
Note that since the spectrum is a second order statistic, we 
have the useful relationship β = 1 + ξ(2) = 1 + 2H–K(2). 
When K(2) is small, β ≈ 1 + 2H so that as mentioned ear-
lier, H > 0, H < 0 corresponds to β > 1, β < 1 respectively.

Using universal multifractals (Schertzer and Love-
joy 1987) the function K(q) can be characterized by two 
parameters C1, α. These can be estimated using the rela-
tions H = ξ(1), H − C1 = ξ′(1), α = ξʺ(1)/C1 (see Table 2). 
The C1, α, parameters characterize the intermittency near 
the mean (q = 1) and the curvature near the mean respec-
tively; for universal multifractals the latter is the equal to 
the Levy index of the generator of the process, for these, 
K(q) = C1(q

α − q)/(α − 1) (see Eq. 2). Note that for uni-
versal multifractals, we therefore have ξ(2)/2 = H − AαC1 
where Aα = (2α−1 − 1)/(α − 1) and for 2 < α < 1.4 (the 
range relevant here), we find 1 > Aα > 0.8 hence the dif-
ference between the exponent of the mean and RMS 
fluctuations is: ξ(1)–ξ(2)/2 = AαC1 ≈ C1. Also, since the 
spectral slope β = 1 + ξ (2) we see that the approximation 
β = 1 + 2H is accurate to ≈ 2C1.

When S(Δt) is estimated for various in situ, reanalysis, 
multiproxy and paleo temperatures, one obtains Fig. 4a–e. 
The key points to note are:

a. the five qualitatively different regimes corresponding 
to weather, macroweather climate, macroclimate, meg-

(1)Sq(∆t) =
〈

∆T(∆t)q
〉

(2)
Sq(∆t) =

〈

ϕ
q
∆t

〉

∆tqH ∝ ∆tξ(q);
〈

ϕ
q
∆t

〉

∝ ∆tK(q);

ξ(q) = qH − K(q)

aclimate with S(Δt) alternately increasing and decreas-
ing with scale (Hw > 0, Hmw < 0, Hc > 0, Hmc < 0, 
HMc > 0, see Table 2). The weather, and climate tran-
sitions are at τw ≈ 5–10 days and τc ≈ 50–100 yrs 
(Fig. 4a, b) note that in the industrial period τc is a bit 
lower (≈10–30 yrs)—in Fig. 4a see the 1880–2008 
surface series and compare its S(Δt) with those of the 
preindustrial multiproxies that have τc ≈50–100 yrs. 
This difference is because over the last century, anthro-
pogenic forcing has become dominant for scales 
greater than about 10–30 yrs. If the anthropogenic part 
of the temperatures since 1880 are estimated using the 
log CO2 concentration as a surrogate for all anthro-
pogenic effects, then the industrial and pre-industrial 
fluctuation statistics are identical to within measure-
ment uncertainties, see (Lovejoy 2014b). Moving to 
longer time scales, there is evidence for a macrocli-
mate regime at scales >τmc ≈ 80 kyrs and a megacli-
mate regime at scales longer than τMc ≈ 0.5 Myr, see 
Figs. 4c–e, 5. Notice that the transition times are close 
to—but not identical with—those inferred from the 
spectral breaks in Fig. 2a, b. Small differences are not 
surprising because the correspondence between real 
and Fourier space scaling is strictly only valid for wide 
enough ranges of scale.

b. The difference between the local and global fluctua-
tions.

c. the “glacial/interglacial window” corresponding to 
overall ±2 to ±4 K variations (i.e. S(Δt) ≈ 4, 8 K, 
due to “polar amplification” it is roughly 50 % larger 
than the global variation; the S(Δt) corrected for this is 
shown in Fig. 4c (see also Figs. 2a, b, 4b), over scales 
with half periods of 30–50 kyrs; the curve must pass 
through the window in order to explain the glacial/
interglacial transitions. Starting at 10–30 yrs, one can 
plausibly extrapolate the global surface and 20CR 700 
mb S(Δt)’s using H = 0.4 (β ≈ 1.8, Fig. 4b), all the 
way to the interglacial window (with nearly an identi-
cal S as in Lovejoy and Schertzer (1986)). Similarly, 
the local temperatures and multiproxies also seem to 
follow the same exponent with slightly different τc’s 
and seem to extrapolate respectively a little above 
and below the window. (At high laltitudes, the 20CR 
surface temperatures have errors (G. Compo private 
communication); the 700 mb temperatures were used 
because they were more globally reliable).

d. Gaussian white noise (close to Mitchell’s “back-
ground” spectrum) yields H = −1/2; this is shown in 
Fig. 4f which makes it abundantly clear that the back-
ground must be very far from a white noise.

An important advantage of Haar fluctuations is that due 
to the temporal averaging (recall they combine averaging 
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and differencing), they are insensitive to the resolutions of 
the series (they give identical statistics independently of 
the series resolutions). This is very useful since—with the 
exception of the (instrumental) high frequency weather and 
macroweather data—the paleo data typically has highly 
variable temporal resolution, hence the need for the new 
technique for estimating Haar fluctuations discussed in 
“Appendix”.

We should note that throughout, we have simply used 
the recommended paleo calibrations which are all lin-
ear. Since our estimates of H are independent of a linear 
transformation, we would obtain identical H estimates 
had the raw (e.g., δ18O) data been used. More specifically, 
adding a constant makes no difference since the Haar 
fluctuation only depends on differences and changing a 
multiplicative calibration constant will simply change the 
fluctuation amplitudes, hence result in an up/down shift 
on a log–log plot. By comparing different series and con-
sidering the amplitude of their fluctuations, a consistent 
set of multiplicative calibration constants can easily be 
obtained.

Fluctuation statistics may seem arcane but their physi-
cal interpretation is pretty straightforward. For example, in 
the weather regime, larger and larger fluctuations “live” for 
longer and longer “eddy turnover” times. At any given time 
scale, the fluctuations are dominated by structures with cor-
responding spatial scales and this relationship holds up to 
structures of planetary scales with lifetimes ≈10 days. For 
periods longer than this, the statistics are dominated by 
averages of many planetary scale structures, and these fluc-
tuations tend to cancel out: for example large temperature 
increases are typically followed (and partially cancelled) 
by corresponding decreases. The consequence is that in 
this macroweather regime, the average fluctuations dimin-
ish as the time scale increases. At some point—at around 
50–100 years depending on geographic location and time 
(and as little as 10–30 years in the recent period when 
anthropogenic variability is important), these weaker and 
weaker fluctuations—whose origin is in weather dynam-
ics—become dominated by increasingly strong lower fre-
quency climate processes. These not only include changing 
external solar, volcanic orbital or anthropogenic “forc-
ings”—but quite likely also new and increasingly strong 
slow (internal) climate processes—or by a combination of 
the two: forcings with feedbacks. A relevant example of a 
slow dynamical process that is not currently fully incorpo-
rated into GCM’s is land-ice dynamics although there are 
many slow biogeochemical processes that might also be 
relevant. The overall effect is that in the resulting climate 
regime, fluctuations tend to grow again with scale in an 
“unstable” manner, very similar to the way they grow in the 
weather regime.

5  Discussion

5.1  The Climate is not what you expect

In his monumental “Climate: Past, Present, and Future” 
Horace Lamb argued that the early scientific view was “cli-
mate as constant” (Lamb 1972). Reflecting this, in 1935 the 
International Meteorological Organization adopted 1901–
1930 as the “climatic normal period”. Following the post 
war cooling, this view evolved: for example the official 
American Meteorological Society glossary (Huschke 1959) 
defined the climate as “the synthesis of the weather” and 
then “…the climate of a specified area is represented by the 
statistical collective of its weather conditions during a spec-
ified interval of time (usually several decades)”. Although 
this new definition in principle allows for climate change, 
the period 1931–1960 soon became the new “normal”, 
the ad hoc 30 year duration became entrenched, today 
1961–1990 is commonly used. Mindful of the extremes, 
Lamb warned against reducing the climate to just “average 
weather”, while viewing the climate as “…the sum total of 
the weather experienced at a place in the course of the year 
and over the years”, (Lamb 1972).

Lamb’s essentially modern view allows for the possibil-
ity of climate change and is closely captured by the popular 
expression: “The climate is what you expect, the weather 
is what you get” (the character Lazurus Long in Heinlein 
(1973), but often attributed to Mark Twain). It is also close 
to the US National Academy of Science definition: “Cli-
mate is conventionally defined as the long-term statistics of 
the weather…” (Committee on Radiative Forcing Effects 
on Climate 2005) which improves on the “the climate is 
what you expect” idea only a little by proposing: “…to 
expand the definition of climate to encompass the oceanic 
and terrestrial spheres as well as chemical components of 
the atmosphere”.

The Twain/Heinlein expression was strongly endorsed 
by the late E. Lorenz who stated: “Before embarking on 
a search for an ideal definition (of climate) assuming one 
exists, let me express my conviction that such a definition, 
when found must agree in spirit with the statement, “cli-
mate is what you expect”.” (Lorenz 1995). He then pro-
posed several definitions based on dynamical systems the-
ory and strange attractors (see also Palmer 2005).

A variant on this, motivated by GCM modeling, was 
proposed by (Bryson 1997) (criticized by Pielke 1998): 
“Climate is the thermodynamic/hydrodynamic status of 
the global boundary conditions that determine the concur-
rent array of weather patterns.” He explains that whereas 
“weather forecasting is usually treated as an initial value 
problem … climatology deals primarily with a boundary 
condition problem and the patterns and climate devolving 
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there from”. This definition could be paraphrased “for 
given boundary conditions, the climate is what you expect”. 
This and similar views provide the underpinnings for much 
of current climate prediction, including the recent idea of 
“seamless forecasting” (e.g. Palmer et al. 2008; Palmer 
2012) in which seasonal scale model validation is applied 
to climate scale predictions (for a recent discussion, see 
Pielke 2012).

There are two basic problems with the Twain/Heinlein 
dictum and its variants. The first is that they are based on 
an abstract weather—climate dichotomy, they are not 
informed by empirical evidence. The glaring question of 
how long is “long” is either decided subjectively or taken 
by fiat as the WMO’s “normal” 30 year period. The sec-
ond problem is that it assumes that the climate is nothing 
more than the long-term statistics of weather. If we accept 
the usual interpretation—that we “expect” averages—then 
the dictum means that averaging weather over long enough 
time periods converges to the climate. With regards to 
external forcings, one could argue that this notion could 
still implicitly include the atmospheric response i.e. with 
averages converging to slowly varying “responses”. How-
ever, it implausibly excludes the appearance of any new 
“slow”, internal climate processes leading to fluctuations 
growing rather than diminishing with scale.

To overcome this objection, one might adopt a more 
abstract interpretation of what we “expect”. For example 
if the climate is defined as the probability distribution of 
weather states, then all we “expect” is a random sample. 
However even this works only inasmuch as it is possible to 
merge fast weather processes with slow climate processes 
into a single process with a well defined probability distri-
bution. While this may satisfy the theoretician, it is unlikely 
to impress the layman. This is particularly true since to be 
realistic we will see that one of the regimes in this com-
posite model must have the property that fluctuations con-
verge whereas in the other, they diverge with scale. To use 
the single term “climate” to encompass the two opposed 
regimes therefore seems at best unhelpful and at worst 
misleadling. The climate is therefore not what you expect: 
expect macroweather.

5.2  Implications for climate modelling, prediction, 
anthropogenic effects

Numerical weather models and reanalyses are qualitatively 
in good agreement with the weather/macroweather picture 
described above, although there are still some quantita-
tive discrepancies in the values of the exponents, possibly 
due the hydrostatic approximation and numerical issues 
(Stolle et al. 2009; Lovejoy and Schertzer 2011). However, 
climate models (GCM’s) are essentially weather mod-
els with various additional couplings (with ocean, carbon 

cycle, land-use, sea ice and other modelled processes). It is 
therefore not surprising that control runs (i.e. with no “cli-
mate forcings”) generate macroweather (with βmw ≈ 0.6, 
Hmw ≈ −0.2), and this apparently out to the extreme low 
frequency limit of the models [see the analyses and dis-
cussion in (Lovejoy et al. 2013a) as well as (Blender et al. 
2006; Rybski et al. 2008), the same is true for control runs 
in simplified climate models, see (Lovejoy et al 2014a)]. 
Note that an important consequence of macroweather expo-
nents in the range −1/2 to 0 is that they can be predicted 
with stochastic techniques, the forecast skill increases rap-
idly from zero (H = −1/2) as H tends to zero from below 
(work in progress).

Avoiding anthropogenic effects by considering the 
pre-1900 epoch, for GCM climate models, the key 
question is whether solar, volcanic, orbital or other 
climate forcings are sufficient to arrest the H < 0 
decline in macroweather fluctuations and to create an 
H > 0 regime with sufficiently strong centennial, mil-
lennial variability to account for the background vari-
ability out to glacial-interglacial scales. Analysis of 
several last millennium simulations has found that for 
the moment, their low frequency variabilities are too 
weak (Lovejoy et al. 2013a).

To understand this weak variability, one can examine 
the scale dependence of fluctuations in the radiative forc-
ings (ΔRF) of several solar and volcanic reconstructions; 
they are generally scaling with �RF ≈ A�tHR (Lovejoy 
and Schertzer 2012c). If HR ≈ HT ≈ 0.4, then scale inde-
pendent amplification/feedback mechanisms would suf-
fice. However it was often found that HR ≈ −0.3 implying 
that the forcings become weaker with scale—even though 
the response grows with scale. This suggests the need to 
introduce new slow mechanisms of internal variability. 
Such mechanisms must have broad spectra; this suggests 
that their dynamics involve nonlinearly interacting spatial 
degrees of freedom such as the land-ice dynamics men-
tioned above.

Whatever the ultimate source of the growing fluctua-
tions in the H > 0 climate regime, a careful and complete 
characterization of the scaling in space as well as in time 
(including possible space–time anisotropies) allows for 
new stochastic methods for predicting the climate. The idea 
is to exploit the particularly low variability of the averages 
at scale τc. Since τc ≈ 30 yrs—i.e. the conventional but ad 
hoc “climate normal” period—this not only justifies the 
normal but allows averages of relevant variables over it to 
define “climate states” and the changes at scales Δt > τc 
to define climate change (again, in the recent period, this 
defines the scale at which anthropogenic variability starts 
to dominate natural variability). Even without resolving the 
question of the dominant climate forcing and slow internal 
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feedbacks, one could use the statistical properties of the cli-
mate states—the system’s “memory” implicit in the long 
range statistical correlations—combined with the growing 
data on past climate states in order to make stochastic cli-
mate forecasts (see below).

Another attractive application of this scaling picture is 
that by quantifying the natural variability as a function of 
space–time scales, it opens up the possibility of convinc-
ingly distinguish natural and anthropogenic variability. 
This is possible because the stochastic scaling framework 
allows one to statistically test specific hypotheses about the 
probability that the atmosphere would naturally behave in 
the way that is observed, i.e. to formulate rigorous statis-
tical tests of any trends or events against the null hypoth-
esis. Only if the probabilities are low enough should the 
hypothesis that the observed changes are natural in origin 
be rejected. Such estimates cannot be made using GCM’s 
because we currently have little confidence in their centen-
nial scale probability distributions; one must use empirical 
multiproxy distributions instead. For example, using CO2 
as a surrogate for all anthropogenic effects and taking into 
both long range statistical dependencies and extreme “fat 
tailed” probabilities, (Lovejoy 2014b) found that the prob-
ability of the global warming since 1880 being due to nat-
ural variability can be rejected with more than 99 % con-
fidence. Similarly one can estimate the return periods for 
the postwar cooling and the current “pause” in the warming 
(Lovejoy 2014a). Work in progress applying this to global 
scale temperatures already shows that annual to decadal 
stochastic forecasts are comparable in accuracy to GCM’s 
and adding spatial information (i.e. using space–time sto-
chastic models) can only improve on this.

The scaling fluctuation approach thus allows quantita-
tive (and hence convincing) answers to questions such as: 
how can the earth have prolonged periods of cooling in 
the midst of anthropogenic warming; or was this winter’s 
record mild temperature really evidence for anthropogenic 
influence? Finally, the systematic comparison of model and 
natural variability in the preindustrial era is the best way 
to fully address the issue of “model uncertainty”, to assess 
the extent by which the models are missing important slow 
processes.

5.3  Scaling at the longest scales: the Macroclimate and the 
megaclimate

5.3.1  The δ18O—temperature relation at Myr scales, 
latitudinal variations

Beyond the climate regime (Δt > τmc ≈ 100 kyrs, see 
Figs. 4c–e, 5) comparatively few statistical analyses have 
been made and the interpretation of the paleo data in terms 
of temperatures is also less clear: the situation is somewhat 

speculative. For example, although (Shackleton and Imbrie 
1990) claimed that the log–log spectrum of benthic δ18O 
was “approximately linear” from about 1 kyr to 100 Myr, 
it is possible that there are three different scaling regimes 
over this range of scales, not one. The other scaling inter-
pretations of these very low frequencies are (Pelletier 1998; 
β = 0 i.e. white noise, in the macroclimate regime), and 
(Markonis and Koutsoyiannis 2013) who used the “climac-
togram” to characterize the scaling of the various series 
including the Veizer and Zachos series shown in Fig. 1a and 
analyzed in Figs. 4c–e, 5. However, as pointed out in Love-
joy et al. (2013b), the climactogram gives spurious expo-
nents whenever H > 0, and this includes the climate (≈102–
105 yrs) and the megaclimate regime at scales > 1 Myrs.

In the Huybers, Zachos and Veizer series, the δ18O is 
from benthic organisms and varies both due to the tempera-
ture as well as the mean δ18O of the water in which they 
lived. The basic relationship between δ18O and tempera-
ture is an inverse one: increasing δ18O is associated with 
decreasing temperatures although this relationship is com-
plicated by the change in the δ18O composition of the sea 
water due to the preferential sequestering of light sea water 
in ice caps. There are thus both direct and indirect links to 
the temperature via the ice sheets. For example (Veizer et 
al. 2000) has suggested that for the tropical oceans, that as 
much as 2/3 of the variation in δ18O is due to the seques-
tering effect (close to the estimates of Zachos et al. (2001) 
for the early Oligocene, 33 Myrs to present). In addition, 
temperature variations are latitude dependent so that high 
latitude temperature variations are amplified by roughly 
50 % above global variations. Although we essentially use 
the “canonical” calibration coefficient −4.5 K/δ18O (Sha-
viv and Veizer 2003), and recommended by Barras et al. 
(2010) on the basis of laboratory experiments and near the 
earlier −4 K/δ18O suggested by Shackleton and Imbrie 
(1990) for the last 70 Myrs), we have tried to take theses 
effects into account by various indications in Figs. 2a, b 
and 4b–e. For example, for the global (but largely tropical) 
Veizer series we have given not only the canonical −4.5 K/
δ18O calibration but also the limiting behaviour using the 
fairly extreme −1.5 K/δ18O calibration  as well. Also, the 
Zachos and Huyber series are mostly from high latitudes, 
hence a roughly 50 % larger (absolute) calibration coeffi-
cient (−6.5 K/δ18O) was used to take into account the high 
latitude amplification. In Fig. 4c, d we see that a calibration 
−6.5 K/δ18O (i.e. about a 50 % amplification) gives excel-
lent agreement between the this benthic series (bottom) and 
the European Project for Ice Coring in Antarctica (Epica) 
paleo ice core (Fig. 1b), this is the calibration used in the 
bottom series of Fig. 1a (shown by the green arrows which 
give the temperature scale using these calibrations). In any 
event since glaciation is ultimately temperature depend-
ent, the δ18O variations over the low frequencies are still 
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presumably largely temperature driven—even if modulated 
by geology.

In order to focus on these long time scales, we have con-
structed Fig. 4d which compares the longer ice cores (Epica, 
Vostok, only the parts > 1 kyr are shown) with the benthic 
cores. First, we may note the close agreement of the former 
with the higher altitude (Huybers, Zachos) benthic cores if 
the calibration −6.5 K/δ18O is used. With this calibration we 
have good agreement including the strong change in behav-
iour from increasing to decreasing RMS fluctuations for 
periods less than and greater than τmc ≈ 80 kyrs, with fluc-
tuations decreasing in amplitude from about S(Δt) ≈ 8 K 
(i.e. ± 4 K) at τmc to about 2 K (±1 K) at τMc ≈ 0.5 Myr. 
Over this admittedly narrow scale range, the Epica log–log 
fall off is quite linear (see the reference slope −0.8) sug-
gesting a narrow scaling range that we have tentatively 
dubbed “macroclimate” in analogy to the macroweather 
regime to indicate a temporally large scale climate regime 
(we realize that this term is occasionally used to denote a 
spatially large scale climate zone, but the term will gener-
ally be clear from the context). An alternative hypothesis for 
the range τmc > Δt > τc is that it is simply a broad maximum 
associated with the various astronomical forcings which are 
mainly 41 kyrs (obliquity), 100 and 400 kyrs (eccentricity).

Even if the macroclimate regime is indeed associated 
with a scaling dynamical mechanism, this would not con-
tradict the presence of at least some periodic responses to 
astronomical forcings, in particular (Huybers 2007) for 
example shows a very clear periodic signal (about a fac-
tor ≈10 above the continuum background) at (41 kys)−1, 
although only over the period ≈0.8–2.6 Myrs BP (see the 
dashed green spike in Fig. 2a). On the other hand, even 
this particularly strong periodicity only contributes a fairly 
small fraction of the variance so that we still need to under-
stand the dominant scaling continuum. Reasoning in anal-
ogy to the weather/macroweather, we interpret the macro-
climate regime as one in which the climate tends to its long 
term average: for series in the range 102–105 yrs; although 
the macroclimate may be what you expect, the climate is 
what you get.

If rather than being simply a very broad quasiperiodic 
spectral maxima, macroclimate is instead a narrow scaling 
regime, then the new regime starting at about 0.5–1 Myr 
would be the scale beyond which one typically transitions 
from one type of climate to another, in this case presumably 
reflecting the increasing importance of geological variabil-
ity. Indeed, as we go back in time we find that the ice ages 
cease at the end of the Quaternary ≈2.6 Myrs ago. The 
usual explanation is that due to continental drift, the place-
ment of the continents no longer allowed the accumula-
tion of ice into huge sheets. We dubbed the new lower fre-
quency regime “megaclimate” since “mega” means “large” 
and the term evokes the megafauna of these ancient climes. 

The evidence that the region with Δt > τMc ≈ 0.5 Myr is 
scaling is more convincing than for the macroclimate 
regime, in particular the Zachos benthic series (with 14,825 
points, see Fig. 4d, see the spectra in Fig. 2a, b) is quite 
linear out to its limit (67 Myr) and the even longer Veizer 
series agree well with it at scales 20 Myrs to 553 Myrs 
(ξ(2)/2 ≈ H ≈ 0.4). The main uncertainty is the region 
1–20 Myr where the Huybers series agrees more with one 
or the other depending on the calibration used, and this 
may largely be dependent on the role of ice (although see 
Fig. 5). Whatever the degree to which δ18O fluctuations 
reflects temperature variations, the fact that it is quite accu-
rately scaling already a significant indicator that the under-
lying dynamical processes (presumably mostly geological 
and biogeochemical) have no characteristic scales.

5.3.2  The δ18O—temperature relation at Myr scales, epoch 
to epoch variations

The different δ18O calibrations discussed above assume 
that the calibration constants are the same at all epochs 
and vary primarily by latitude. However, it is possible 
that for a given region, that the calibration depends on the 
period of interest. For the earlier part of the series where 
the δ18O—temperature relation is more direct (no ice caps), 
a calibration of −3.8 K/δ18O was suggested (Zachos et al. 
2001). Similarly, (Veizer et al. 1999), discusses the over-
all increasing trend of δ18O towards the present and the 
hypothesis that this indeed largely reflects cooling trend: 
some suggest that this has been by as much as 70 K over 
the 553 Myr series. If it is true that the dynamics affect-
ing δ18O is qualitatively different in the period before or 
after the early Oligocene, then we would expect the fluctua-
tion statistics to be different. We investigated this directly 
by breaking the Zachos series into 10 Myr segments, and 
calculated S(Δt) for each. The first three were used to esti-
mate the mean and one standard deviation variation curves 
for the first 30 Myr (i.e. with the ice sheet sequestering), 
and the last three were similarly used over the 30–60 Myr 
period. Figure 5 shows the result: the statistics of the first 
and second 30 Myr period are systematically within one 
standard deviation error bar, hence we conclude that their 
difference is due to normal statistical variability. Therefore, 
whatever the correct relationship between δ18O and tem-
perature, the statistics have not changed so much and this 
includes the macroclimate-megaclimate transition some-
where around 0.5 Myr.

5.3.3  Implications of H > 0 for homeostasis and the Gaia 
hypothesis

There is no question that the evolution of life on earth 
transformed the atmosphere, this is the basis of Lovelock’s 
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Gaia hypothesis that posits that just like a living organ-
ism, the entire planet displays homeostasis. This means 
that thanks to negative feedbacks, the earth maintains con-
ditions (including temperatures) in a range fit for life. A 
famous example—postulated to have operated over the last 
hundreds of millions of years—is the “CLAW hypothesis” 
(Charlson et al. 1987, for the authors’ initials) which is a 
negative climate temperature feedback mechanism based 
on planktonic production of dimethyl sulphide.

But independent of its exact mechanism—by its very 
definition—negative feedbacks imply that successive tem-
perature fluctuations tend to cancel each other out, i.e. 
that H < 0. However, the proxy evidence from the mega-
climate regime is that on the contrary H > 0—so that the 
temperature changes are actually more like drunkard’s 
walks, growing rather than diminishing with time scale. At 
least for the temperature over the last 550 Myrs, the find-
ing that H > 0 is therefore strong evidence against the Gaia 
hypothesis.

6  Conclusions

The atmosphere has variability spanning nearly 20 orders 
of magnitude in time, the corresponding spectrum has both 
continuum as well as quasi periodic features. This poses the 
question  of what is the most appropriate theoretical frame-
work. Starting 40 years ago—at the dawn of current golden 
age of climate data—the prevailing view has given a central 
“foreground” role to quasiperiodic processes while treat-
ing the remaining continuum as no more than a background 
noise. This “mental picture” was consecrated in Mitchell’s 

still iconic figure (Fig. 2a) and its updates (Fig. 2c). Using 
modern data we showed that this picture understates the 
continuum spectral density by factors of a quadrillion or 
more. A far more realistic picture of atmospheric variabil-
ity is obtained by standing this scale bound picture on its 
head: placing the continuum processes in the fore, with the 
perturbing quasiperiodic processes in the background. We 
argued that the continuum is composed of five qualitatively 
different dynamical regimes: the weather, macroweather, 
climate, macroclimate and megaclimate (see Figs. 2a, 4e; 
Table 2), each with unique scaling properties over three 
or more orders of magnitude in scale and alternating in 
their qualitative natures primarily due to the signs of their 
fluctuation exponents (H) but also by their differing inter-
mittencies (characterized by C1, α, see Table 2). The only 
potential exception was the macroclimate regime which—
being over only a factor of ten or so in scale—might pos-
sibly be better represented as a very broad quasi-periodic 
regime. When H < 0, fluctuations tend to cancel, averages 
converge, the series appear “stable”; when H > 0, differ-
ences grow with time scale, they appear unstable. For 
example, we noted that H > 0 in the megaclimate regime 
is incompatible with the dominance of negative feedbacks 
and hence with the Gaia hypothesis.

This inversion of foreground and background of signal 
and noise clarifies many aspects of atmospheric dynamics, 
including the fundamental nature of weather and climate. 
For example, contrary to Bryson (1997), we have argued 
that the climate is not accurately viewed as the statistics of 
fundamentally fast weather dynamics that are constrained 
by quasi fixed boundary conditions. The empirically sub-
stantiated picture is rather one of “unstable”, “wander-
ing”, high frequency weather processes (i.e. H > 0) tend-
ing—at scales beyond 10 days or so—and primarily due to 
the quenching of spatial degrees of freedom (intermediate 
frequency, low variability)—to macroweather processes. 
These appear to be stable because positive and negative 
fluctuations tend to cancel out (H < 0).

True climate processes are “weather-like” (H > 0) and 
only emerge from macroweather at even lower frequencies, 
due to new slow internal climate processes coupled with 
external forcings (including in the recent period, anthropo-
genic forcings). These processes presumably include vari-
ous nonlinear couplings with the fields that Bryson con-
sidered to be no more than “boundary conditions” so that 
“rather than ‘boundaries’ these become interactive medi-
ums” (Pielke 1998).

Yet, whatever the cause, it is an empirical fact that the 
emergent synergy of new processes yields fluctuations that 
on average again grow with scale in at least a roughly scal-
ing manner and become dominant typically on time scales 
of 30–100 years (somewhat less in the recent period) up 
to ≈ 100 kyrs.

Fig. 6  A comparison of the Epica analysis using a uniform sam-
pling on the linearly interpolated data using the same number of data 
points as in the original series (5,788 points, interpolated resolution 
138 years), magenta, and the result of the interpolation free algorithm 
described here using εmin = 0.25 (blue). The main differences are at 
the small and large ∆t’s. The magenta interpolated curve is repro-
duced from Lovejoy (2013)
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Looked at another way, if the climate really was what 
you expected, then—since one usually expects averages—
predicting the climate would be the relatively simple matter 
of determining the fixed climate normal. On the contrary, 
we have argued that from the stochastic point of view—and 
notwithstanding the vastly different time scales—that pre-
dicting natural climate change is very much like predict-
ing the weather. This is because the climate at any time or 
place is the consequence of climate changes that are (quali-
tatively and quantitatively) unexpected in very much the 
same way that the weather is unexpected.
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Appendix: An interpolation-free algorithm 
for estimating Haar fluctuations

Paleotemperatures are typically nonuniformly sampled in 
time. Sometimes—such as in the case of the Epica series 
used in Fig. 1b—the problem is due to the compression of 
the ice with depth and can be somewhat alleviated by sam-
pling the deeper reaches of the core at higher rates (e.g. the 
high resolution section of the GRIP core shown in Fig. 2b). 
However, the usual remedy is to interpolate the series and 
then to resample it at a uniform temporal interval/resolu-
tion. While for many purposes this may be adequate, for 
either spectral or fluctuation analyses it may lead to biases 
and spurious results. The reason is that interpolation assumes 
that the curve is not only continuous between points, but also 
that the series T(t) is differentiable (in the common case of 
cubic spline interpolation, up to third order!). However in the 
small scale limit, in a scaling regime, the mean derivatives 
of order >H diverge. Since we have found empirically that 
all the relevant atmospheric regimes have H < 1, even linear 
interpolation may give spurious results. Indeed, any linearly 
interpolated part of the T(t) series will at least locally have 
H = 1 since over such segments, ΔT(Δt) ≈ Δt. Therefore 
if these regions are too numerous, including the fluctuation 
statistics over linear segments will introduce biases.

One of the many advantages of Haar fluctuations is 
that they are quite easy to estimate without any interpola-
tion while accurately taking into account the resolution 
of the data. We now describe the simple algorithm used 
in Figs. 4b–e and 5 (note that several of these series were 
already analysed but using interpolation). Assume that 
there are N measurements of temperature T(ti) at time ti 
where i is an index 1 through N. Define the running sum Si:

(3)Si =
∑

j≤i

T(tj)

Consider an index j and an even number k. The j, k fluctua-
tion ∆Tj,k over the interval [tj, tj+k] can be estimated as fol-
lows. First determine the sums of the T(ti) over the first and 
second halves the interval:

in the case of regular sampling, the ratio:

has the value ε = 1/2.
The Haar fluctuation is simply the average of the first 

half minus the average of the second half of the interval 
and can thus be estimated as:

However, if ε is too far from 1/2, this estimate may be poor. 
Therefore, in the calculation of the statistical moments 
we should only keep the corresponding fluctuations on 
condition that εmin < ε < (1-εmin) where 0 < εmin < 1/2 is 
a parameter that can be adjusted so as to make the condi-
tion as restrictive as we like: exactly uniform sampling cor-
responds to the limit εmin −> 1/2. Decreasing εmin has the 
effect of losing precision in the scale Δt, hence it smooths 
the S(Δt) curve. However, taking εmin too close to ½ will 
result in the rejection of too many fluctuations with the 
consequence that the statistics will be poor. In the present 
case, it was found that generally εmin = 1/4 was a reason-
able compromise (see Fig. 6). One can check the accu-
racy by seeing how much the statistics change when εmin 
is varied (if they don’t vary much then the choice of εmin 
is acceptable). Note also that as usual, the fluctuations 
are multiplied by an extra “calibration” constant (taken 
throughout this paper = 2). This ensures that they are quite 
close to differences in regions where H > 0 and close to 
tendencies (averages with the means removed) in regions 
where H < 0. Once the fluctuations are estimated, Sq(Δt) 
can be estimated by “binning” the fluctuations into “bins” 
with Δt regular spaced logarithmically. For each bin, the 
various powers of ΔT are averaged, in our implementation 
of the algorithm we used 20 bins per order of magnitude in 
Δt (the software available from http://www.physics.mcgill.
ca/~gang/software/index.html).

While the above procedure essentially solves the prob-
lem of “holes” in the series, it does not remove possible 
biases that arise from systematic sampling nonuniformities 
such as those arising from cores with high temporal sam-
pling rates near the surface and systematically lower rates 
at depth. When applied to such series, the small Δt part of 
the S(Δt) function will be sampled from the top part of the 
core where all the high resolution data lie. Therefore the 
high frequencies will be biased towards the near surface 

(4)∆S(1) = Sj+k/2 − Sj; ∆S(2) = Sj+k − Sj+k/2

(5)ε =
tj+k/2 − tj

tj+k − tj

(6)∆Tj,k =
2

tj+k − tj
(S(1) − S(2))
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statistics. However, if the statistics are fairly homogene-
ous in time—as they typically are (see Fig. 5)—then this is 
unimportant (see however Lovejoy and Schertzer 2013 for 
evidence of exceptional Holocene statistics in Greenland).
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