
Ergodic and Nonergodic Dynamics of Oxygen Vacancy Migration at
the Nanoscale in Inorganic Perovskites
Omur E. Dagdeviren,* Aaron Mascaro, Shuaishuai Yuan, Javad Shirani, Kirk H. Bevan,
and Peter Grütter*

Cite This: Nano Lett. 2020, 20, 7530−7535 Read Online

ACCESS Metrics & More Article Recommendations *sı Supporting Information

ABSTRACT: Perovskites are widely utilized either as a primary component or as a
substrate in which the dynamics of charged oxygen vacancy defects play an important
role. Current knowledge regarding the dynamics of vacancy mobility in perovskites is
solely based upon volume- and/or time-averaged measurements. This impedes our
understanding of the basic physical principles governing defect migration in inorganic
materials. Here, we measure the ergodic and nonergodic dynamics of vacancy migration
at the relevant spatial and temporal scales using time-resolved atomic force microscopy
techniques. Our findings demonstrate that the time constant associated with oxygen
vacancy migration is a local property and can change drastically on short length and
time scales, such that nonergodic states lead to a dramatic increase in the migration barrier. This correlated spatial and temporal
variation in oxygen vacancy dynamics can extend hundreds of nanometers across the surface in inorganic perovskites.
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Charge carriers (i.e., electrons, holes, vacancies, ions, etc.)
and their interaction with the surrounding host lattice

have an extraordinary impact on the properties of materials.
Due to their widespread scientific and technological use,
measuring oxygen vacancy migration within perovskite-based
systems has been a long-term effort.1,2 Experimentally, it was
found that surface phases can alter migration barriers.3,4 The
concentration of charge carriers, which couple directly with
oxygen vacancy dynamics, can also be tuned with an external
electric field or through mechanical modification.5−9 Impor-
tantly, oxygen concentration changes across the surface can in
turn modify oxygen dynamics and incorporation.4 Theoret-
ically, it has been postulated that oxygen vacancies can cluster,
thereby resulting in local oxygen vacancy migration barrier
variability.10 Recently, it has been demonstrated that the
motion of atoms at the atomic scale can be measured and even
manipulated, via intriguing in situ transmission electron
microscopy methods.11,12 However, existing probe-based
measurements of oxygen migration dynamics are macroscopi-
cally volume- and/or time-averaged at scales that are orders of
magnitude larger than the governing physical dimensions (e.g.,
nanometers and milliseconds).1,3−5,7−9,13,14 Such macroscopic
averaging is a fundamental problem in experimental physics
and nonequilibrium thermodynamics, as it obscures a deeper
understanding of the basic atomic-scale principles that govern
the diffusive dynamics of charge carriers. This is true not only
for oxygen migration in perovskites but also for charge carriers
in many other systems including two-dimensional van der
Waals heterostructures.15−19

Here, we report the ergodic (i.e., history-independent) and
nonergodic (i.e., history-dependent) dynamics of charge
carriers at the nanometer length scale. A single crystal of
SrTiO3 was utilized in our experiments (see section I of our
Supporting Information). The use of a single crystal minimizes
sample property variations that may exist in many perovskite
films.2 The insulating nature of our samples and our ab initio
calculations indicate that +2 charge state oxygen vacancies are
the dominant charge carriers within our sample system (see
sections I and VI of our Supporting Information). As Figure 1a
summarizes, the charge density and projected density of states
plots show that the single neutral oxygen vacancy (VO) is a
double donor with one electron trapped in the oxygen vacancy
site and the other electron delocalized in the conduction band.
This is in good agreement with results obtained via hybrid
functional calculations.20 Figure 1b reveals that the charge state
VO

+ in SrTiO3 leaves an extra electron trapped in the vacancy
site, while, as presented in Figure 1c, VO

2+ only distorts the
lattice around the vacancy site. Thermodynamically, the
formation energy of these three defect variations depends on
the electron density and thereby the overall conductivity of
SrTiO3. At low electronic conductivity (i.e., low electron
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densities), the formation of VO
2+ vacancies is strongly favored,

as discussed in ref 20 and also reproduced in our Supporting
Information. As our samples display extremely low electronic
conductivity, theoretical calculations indicate that the samples
should be dominated primarily by VO

2+ vacancies (see section
VI of our Supporting Information for details concerning these
first-principles calculations).
We measured the dynamic properties of oxygen vacancy

migration by employing a recently developed, time-resolved,
high-resolution scanning probe microscopy technique21 (see
section II of our Supporting Information). As Figure 2a
summarizes, an electric field was applied between a sharp
probe tip and the sample. The step-change in the electric field
leads to a large instantaneous capacitive, attractive electrostatic
tip−sample interaction. Mobile charges in the sample screen

the external field, leading to a decay in the tip−sample
interaction reflecting the sample’s charge dynamics (Figure
2a). This time-dependent variation in force on the tip can be
measured by demodulating the cantilever’s resonance
frequency. For our sample, we find an exponential decay in
tip−sample force with a characteristic time constant of several
100 ms (Figure 2a). We repeated the experiment at each
spatial position to enhance the signal-to-noise ratio and
measured the time constant of charge carriers with less than
2% uncertainty (see section III of our Supporting Information
and Figure S1). Repeating these experiments at the same
location and the same tip−sample separation requires a very
stable and low-drift microscope with an active drift
compensation.

Figure 1. The upper row depicts charge density contributions (yellowish cloud) and lattice distortions resulting from single oxygen vacancies. The
lower row provides the projected density of states with the elemental resolved electronic structure for (a) Vo, (b) Vo+, and (c) Vo2+ in SrTiO3,
respectively.

Figure 2. Schematic explanation of the experimental flow and the local measurement of oxygen vacancy migration time constants as a function of
temperature. (a) A bias voltage is applied between the tip and the sample. The applied bias voltage introduces a time-dependent Coulomb
interaction between the cantilever and the sample. This additional force results in a resonance frequency shift, Δf 0, which is demodulated. The
procedure is repeated, and the results of different measurements on the same spatial position are integrated to enhance the measurement accuracy
(see section III of our Supporting Information for details). The time-dependent frequency shift data is used to extract the dynamics of oxygen
vacancy migration, i.e., time constant (τ), and associated energy barriers for their movement (see section II of our Supporting Information for
details). (b) The slope of the Arrhenius plot of the natural logarithm of the time constant (in ms) vs 1/(kBT), where kB is the Boltzmann constant
and T is the temperature in Kelvin, discloses the effective activation energy of oxygen vacancies.21 The vertical bars show the variation of the time
constant across the surface within an area of 500 nm × 500 nm. The inset shows the topography of the sample and the region that we conducted
time constant measurements at room temperature (see section IV of our Supporting Information and Figure S3).
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We measured the near equilibrium, i.e., ergodic, time
constant of charge carrier migration on a grid of 20 × 20
with 25 nm spacings as a function of temperature (Figure 2b).
Our results reveal that the time constant of charge carriers is a
local sample property that evolves with surface structure and
the local surface stoichiometry (e.g., possibly local surface
termination and distance from step edges) and can change by a
factor of 2 on a nanometer length scale (see section IV of the
Supporting Information and Figure S3 for details). In Figure
2b, the vertical error bars are not a measurement error but
rather show the variation across the surface (see section III of
the Supporting Information and Figure S1). The measured
effective activation energy, Ea*, of the equilibrium state charge
carriers is 205 ± 8 meV, which is smaller than the volume- and
time-averaged macroscopic measurements (∼0.6 eV for
nominally undoped SrTiO3).

1 This equilibrium effective state
activation energy results in a single-ion bulk-phase activation
energy of 180 ± 12 meV and an effective attempt rate of 10−6 s
(see section II of our Supporting Information). Our experi-
ments reveal that the attempt rate of oxygen vacancies is
significantly lower than the attempt rate of ionic movement
measured in battery materials. This lower attempt rate may be
linked to the size of oxygen vacancies and their strong
interaction with the lattice structure.21

The ergodic effective activation barrier can be reproducibly
measured if we wait long enough until the system reaches
equilibrium. However, we observed that the measured
activation barrier depends on how much the sample is
perturbed away from equilibrium, when one measures the
barrier along a nonergodic diffusion pathway. Specifically, we
applied the electric field pulse between the sample and the
scanned probe with different time delays between successive
pulses while remaining at the same spatial position through
active drift control (see section II of our Supporting
Information and Figure 2a). Figure 3 shows that nonergodic,
temporally correlated effects become evident with successive

pulses. If pulses are spaced 1 s apart, all of the decay times are
the same. Meaning, after 1 s of delay, the system always returns
to the same (ergodic) state. Surprisingly, we observe that the
decay time constant (τ) of subsequent pulses becomes longer
as the delay time between pulses decreases. This is most easily
seen for a sequence of pulses; e.g., the response to the fifth
pulse shows the strongest increase in τ as a function of
decreasing pulse delay times. We interpret this striking
observation as follows. For the first pulse, the time constant
associated with the motion of charge carriers is the same (the
system started in equilibrium), demonstrating that the tip−
sample position was held constant. However, if the delay time
between individual pulses is less than the time required for the
relaxation of oxygen vacancies (=equilibration time), about 1 s
for SrTiO3, the decay time constant increases monotonically
(see also Figure S4 for additional data).
To further quantify the observed temporal correlations, we

measured the nonergodic effective activation energy of charge
carriers for a fixed 10 ms delay between pulses. We conducted
nonergodic activation barrier measurements away from step
edges on flat regions of the sample to avoid complication of the
data interpretation due to possible screening effects by step
edges (though this is likely to be negiligible for the large
screening lengths under consideration, due to the low
conductivity of our samples). As Figure 4 shows, the effective
activation energy of the first pulse is 218 meV at the measured
location; surprisingly, it increases monotonically for the second
(346 meV) and third pulses (387 meV) at the same sample
location. This increase in the effective activation barrier also
leads to an increase in the single-ion bulk-phase activation
energy, which is measured as 181 meV for the first pulse and
increases gradually for the second (270 meV) and third pulses
(288 meV). These rising migration barrier trends are
consistent with our complementary ab initio calculations (see
sections VI and VII of our Supporting Information), which
propose that the change in the effective activation is linked to

Figure 3. Measurement of the time constant of oxygen vacancy migration with different delay times between pulses. With an increasing number of
pulses, the effect of nonergodic states becomes evident. All of the first pulses (pulse I) show the same decay time, demonstrating that we are
measuring at the same sample location. We separately show the response to the second, third, fourth, and fifth pulse in a pulse train (pulse II to
pulse V), with a color-coded delay time between the individual pulses in a pulse train ranging from 10 to 1000 ms.

Figure 4. Measurement of ergodic and nonergodic state activation barrier. (a) The activation barrier of the unperturbed system is 218 meV. (b, c)
The activation barrier of the nonergodic system is measured with a delay time of 10 ms between pulses. (d) The ratio of the logarithm of the time
constants is nearly constant with respect to inverse temperature.
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the local clustering of oxygen vacancies due to the externally
applied electric field from the scanning probe. More
specifically, our calculations show that the migration barrier
of +2 charge state oxygen vacancies depends on the distance
and orientation of paired vacancies (see sections VI and VII of
our Supporting Information). We propose that, among the
statistical ensemble of possible configurations that are occupied
in vacancy migration, similar interactions obstruct vacancy
motion and result in a larger overall migration barrier at higher
vacancy concentrations. These vacancies that are initially dilute
for the ergodic state can be clustered closely together in a
nonergodic configuration due to the externally applied field.
Although it is not possible to compute all such interactions and
kinetic barriers, our calculations lend first-principles support to
our hypothesis and are complementary to the observed
experimental results.
The ratio of the time constants between different pulses is

nearly the same and independent of temperature (see Figure
4d). This implies that even with increasing temperature the
system does not relax to the equilibrium state due to the short
delay time between pulses. Another important observation is
that the ratio of time constants between the second and third
pulses is larger than the ratio between the second and first
pulses. We hypothesize that these further nonergodic increases
in the time constant are therefore a consequence of cumulative
charge accumulation arising from extended perturbation of the
sample.
Our results highlight that the activation barrier of the

ergodic state is significantly lower than the nonergodic state.
This demonstrable difference between the activation barrier of
ergodic and nonergodic states directly impacts the validity of
conventional macroscopic time-averaged measurements of
charge carrier dynamics. Our results clearly demonstrate that
the measured physical quantities can be affected by the
ergodicity or nonergodicity of the measurement itself within
relevant time scales. Hence, time-averaged measurements may
lead to a misinterpretation of the short-time-scale correlations
within materials associated with charge carrier dynamics. To
this end, our results demonstrate that care should be taken
when analyzing macroscopic time-averaged measurements, as
they mainly reflect the charge carrier dynamics of the ergodic
system, which has a lower effective activation barrier compared
to the nonergodic sample system. Correspondingly, the defect
diffusion rate and mobility decrease with an increase in the
nonergodic activation barrier (see section VIII of our
Supporting Information). For this reason, our nonergodic
findings regarding charge carrier dynamics are particularly
relevant with respect to inherently nonequilibrium energy and
quantum technologies, which rely heavily upon engineering the
mobility of charge carriers.22

We further investigated the spatial extent of nonergodic
states by changing the spatial location between individual
pulses while keeping the delay time constant (=50 ms). As
Figure 5 shows, the temporal correlations for a locally applied
electric field can extend up to 400 nm along the lateral
direction. The effect of the tip and sample modification during
the experiments can be excluded (Figure S9). This long-range
spatial effect can be due to either the accumulation of charge
carriers or the mechanical strain induced by the oxygen
vacancies and the tip−sample interaction force, which may
deform the lattice.7−9,23 More specifically, Das et al.
demonstrated that tip−sample interaction forces that are in
the order of μNs can be used for the controlled manipulation
of oxygen vacancies using nanoscale flexoelectricity.9 However,
our noncontact scanning probe microscopy experiments
measure negative frequency shifts at a distance; this results
in tip−sample interaction forces that are orders of magnitude
lower. Our theoretical calculations, which are based on
experimental tip−sample interaction forces, show that
mechanical deformation by the applied electric field between
the tip and the sample can be discounted as a source of
temporal correlations for such small tip−sample interaction
forces (see section VI-b of our Supporting Information). For
this reason, these results imply that the spatial extent of
nonergodic states is electronic in origin and arises due to the
accumulation of charge carriers (that may be associated with
the presence of small polarons20). Our measurements also
demonstrate that the local measurement of physical properties
can be altered due to nearby measurements, which can be
particularly important for point spectroscopy experiments such
as on high-Tc superconductors.
In summary, a significant difference between the ergodic and

nonergodic dynamics of oxygen migration has been observed
at the nanoscale in SrTiO3. Our experiments and comple-
mentary ab initio calculations show three important results.
First, we experimentally demonstrated significant temporal and
spatial variation in nonergodic dynamics, including defect
activation energy barriers. Second, our experiments and
complementary ab initio calculations reveal that nonergodic
dynamics can dominate short time scale oxygen vacancy
migration in such materials. More specifically, our ab initio
calculations highlight that the nonequilibrium clustering of
charged vacancies is likely the origin of the observed
nonergodic dynamics in SrTiO3. Third, we experimentally
quantified the effect of nonergodic correlations on vacancy
migration and their nanoscale spatial extent within the surface
plane. We anticipate that our findings on the spatial and
temporal variation of oxygen vacancy migration will enable a
more complete understanding of the physics governing defect
charge dynamics. These insights may also facilitate new

Figure 5. Measurements of the spatial extent of nonergodic dynamics. The distance between the successive pulses is increased while keeping the
delay time between successive pulses constant (=50 ms). It can be seen that temporal correlations can extend hundreds of nanometers and decrease
with increasing distance.
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emerging technologies relying upon tailored local vacancy
mobility and engineered interactions in inorganic materials.
Future scanning probe microscopy experiments capable of
resolving individual defects at the atomic scale will provide
invaluable insights regarding the influence of relative atomic
positions on nonergodic dynamics. Finally, this methodology
can be applied to a wide range of materials to illuminate the
role of nonergodic phenomena on short time scales, for
example, capturing the dynamics properties of moire ́ excitons
in van der Waals heterostructures.15−19
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I. Sample Preparation 

 

All experiments were conducted using undoped, single crystal SrTiO3 samples supplied by 

CrysTec GmbH, Germany. These samples were etched at the company using a buffered HF 

solution and cleaned with deionized water. We annealed samples in 1.1 atm O2 in a furnace at 

1270 K for 30 minutes to remove contaminants, plus heating up and cool down times of 1 hour 

each. Also, this recipe (i.e., cleaning with deionized water and annealing at 1270 K) eliminates 

fluorine residuals on the surface that may exist otherwise due to HF etching1. The sample 

temperature was measured with a thermocouple beneath the sample holder in the oxygen flux 

furnace. Following the oxygen annealing, we introduced the samples to vacuum within 10 minutes 

after cooling down to 470 K. We annealed the SrTiO3 sample in the high vacuum (~ 10-7 mbar) at 

400 K for 30 minutes. This annealing condition maintained a non-conducting substrate and results 

in atomically flat SrO and TiO2 surface phases with no evidence of clusters of carbon 

contamination in the length scale and sample area that we performed our experiments2 (also see 

Section IV below  for further discussion).  

 

II. Scanning Probe Microscopy Measurements 

The scanning probe microscopy (SPM) experiments were conducted using a customized JSPM-

5100 microscope. The microscope was equipped with a custom-made sample heater stage 

operating in high vacuum (~ 10-7 mbar). We employed gold-coated tips micro cantilevers by 

mailto:omur.dagdeviren@etsmtl.ca
mailto:peter.grutter@mcgill.ca
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OPUSTIPS (4XC-GG, tip diameter, r = 20 nm, stiffness, k = 9.0 N/m, and resonance frequency, 

f0 = 150 kHz). We controlled the microscope with the GXSM control module with active drift 

control3. We used Nanosurf® EasyPLL Plus for the frequency shift detection. We modulated the 

microscope with the standard frequency modulation atomic force microscopy (FM-AFM) 

technique with self-excitation4. We used a peak-to-peak oscillation amplitude of 12 nm for all of 

our experiments. 

Time-domain electrostatic force microscopy was originally developed by Schirmeisen5 and 

has been successfully implemented Li+ transport in LiAlSiO4 with changing crystallinity6-8, K+ 

transport in K2O.2CaO.4SiO2 glass and Na+ transport in Na2O.GeO2 glass5. The technique that we 

employed for our experiments is an extension of the time-domain electrostatic force microscopy 

using fast-detection electronics and high-frequency cantilever and has been recently implemented 

to measure Li+ transport in LiFePO4 with sub-millisecond accuracy9. Figure 2 in the main text 

summarizes the experimental flow that we used for our experiments. We applied a bias voltage 

step to the tip while the sample is grounded with a gold-coated copper electrode. Also, we made 

sure that the electrode connected to the sample is robust. Applying an electric field causes the 

charge carriers to move in response to the field as the ionic transport in solids is a vacancy mediated 

process which involves discrete hops from their initial sites to neighboring sites. For this reason, 

the motion of the charge carriers in the material results in a decay of the internal electric field, E(t). 

This time-dependent variation in the tip-sample interaction force can be measured as the frequency 

shift of the cantilever. The measured frequency shift data is stored, and the measurement is 

repeated on the same spatial point to enhance the accuracy (see Section III below for details). 

The time-dependent electrostatic force can be described by a simple exponential function 

on very short time scales10:  

E(t)  exp(-t/)  for t < tc      (1) 

In equation 1,  is the time constant for the individual motion of charge carriers at short time scales, 

and tc is the cutoff time (tc  picosecond)10. However, the electrostatic field follows a stretched 

exponential decay for longer time scales10, 11:  

E(t)   exp(-t/*)  for t > tc     (2) 

In equation 2,  is the stretching factor and * is the effective time constant that is observed for 

time scales larger than tc. The motion of charge carriers is no longer random beyond the cutoff 

time and is influenced by the nearby ions (i.e., dispersive transport, in contrast to the diffuse 
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transport characteristic of electrons). This process is known as either the coupling model10, 12  or 

the jump relaxation model11; both of them have similar conclusions for the time scale of our 

measurement even though they have different approaches. 

 The experimental, time-dependent frequency shift data is fit to equation 3 where f0 is the 

initial frequency shift and fs is the saturated frequency shift: 

 f(t) = f0 + fs exp(-t/*)       (3) 

According to the Arrhenius law13, 14, the relaxation time constant * changes with the temperature: 

 * = * exp [Ea*/(kBT)]            (4) 

where * is the effective attempt rate, Ea* is the effective activation energy, kB is the Boltzmann 

constant and T is the temperature. The time constant is then fit to equation 4 to determine the 

effective activation energy for the collective ion motion. The single ion hopping barrier can be 

recovered12: 

Ea = Ea*      (5) 

In equation 5, Ea is the hopping barrier for single ion motion. For this reason, it can be directly 

compared with the theoretical energy barrier obtained from ab-initio calculations9. Note that beta 

in equation (5) is not associated with the distribution of barriers commonly associated with 

disordered media. Our sample is a singe crystal, and the measurments are performed on a local 

length scale, the sample thus is essentially always ordered on this scale.   

 

III. Time Constant Measurement Accuracy 

 

The phase-locked-loop (PLL) limits the detection of time resolution (i.e., the fastest change in 

frequency) for FM-AFM measurements as PLLs typically have a finite response time. The time 

constant of our PLL is experimentally determined to be 20 ms15. We repeated the experiment at 

each spatial position to reach a target measurement precision. As Figure S1 demonstrates, each 

measurement was repeated to reach below 2% precision for the time constant measurement. We 

typically repeated our measurements for 20 times at each spatial position, which results in a 

precision better than 2%.  
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Figure S1. Variation of the precision of the time constant with the increasing number of 

measurements. (a-t) shows the evolution of the averaged frequency shift data up to 20 repetitions 

(red curve is the fit of Equation 3, and the blue curve is the experimental data). (u) displays the 

precision of the fit as a function of repetitions. The precision is around 8% if the experiment is 

conducted only once; however, with an increasing number of measurements the accuracy of the 

fit increases. The time constant of this measurement is determined as 508  8 ms which results in 

a precision better than 2%.   
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IV. Detailed Analysis of Surface Morphology 

The sample is transferred through the air and annealed up to 400K under vacuum conditions (10-7 

mbar) for 30 minutes. Although our sample preparation recipe eliminates the large clusters of 

carbon and fluorine contamination, it is expected that the surface has a monolayer of adsorbates 

shortly after (i.e., 30 seconds). We conducted validation experiments for different materials to 

make sure that the recorded time-resolved response is not dominated by surface adsorbates or 

contaminants in the vacuum as a result of their clustering and relaxation with the applied bias 

voltage. As Figure S2 summarizes, we utilized single-crystal sapphire, gold, and SrTiO3 samples 

and measured their time-dependent response under the same experimental conditions with the 

same probe tips. As we performed experiments for these three samples under exactly the same 

conditions, it is anticipated that if the time-dependent response is dominated by the surface 

adsorbates or contaminants, there will not be any measurable difference for these three samples. 

Our validation experiments presented in Figure S2a shows that the time-dependent response of 

sapphire and gold are significantly different compared to the time-dependent response of SrTiO3. 

To cross-validate our results, we measured the time-dependent response of sapphire and gold both 

before (Figure S2a) and after we measured the SrTiO3 sample (Figure S2b). Our control 

experiments on sapphire and gold show the same trend and the time constants for these samples 

are reproducibly and significantly different than the response of the SrTiO3. Also, we want to note 

that the measurement of the ionic response of LiFeO4 under the same vacuum conditions with the 

same microscope for a former work also revealed a time constant of 3 to 7 ms9 which is different 

than the measured values (i.e., hundreds of milliseconds) for the SrTiO3. These validation 

experiments endorse that the measured time-dependent response is not dominated by the 

monolayer adsorbates on the surface or due to the clustering and relaxation of contaminants in the 

vacuum.  
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Figure S2. Response validation experiments. (a) Normalized frequency shift vs. time 

measurements performed on 430m thick single-crystal sapphire, gold, and the SrTiO3 under the 

same experimental conditions with the same probe tips. (b) We repeated the experiments on gold 

and sapphire after the measurement of the SrTiO3 for cross-validation. Experiments presented in 

this figure are performed at room temperature under vacuum conditions (10-7 mbar) with the same 

probe tips. 

 

To make sure that we do not have large clusters of carbon contamination on the surface, 

we conducted high-resolution surface characterization with FM-AFM measurements (Figure S3). 

We imaged the surface area (Figure S3a) that we performed our time-resolved AFM measurements 

(Figure S3b). We simultaneously recorded the energy dissipation of the cantilever beam. The 

absence of contrast in the dissipation channel reveals that the surface (that we conducted our 

experiments) is free of large clusters of contaminants and clusters of the segregation of highly 

nonstoichiometric surface layers16-21. The histogram analysis of surface topography shows two 

different features, the peak is at 0.6 nm with a kink at 0.4 nm height. This implies that the surface 

has a unit-cell step height (0.4 nm) and fractional step heights of 0.2 nm and 0.6 nm. Non-integer 

step heights are typically attributed to terminating the crystal both with SrO and TiO2 layers of the 

perovskite structure2, 19, 22. Besides, surface topography illustrates structures with corners (Figure 

S3a region I and II) that are attributed to TiO2 termination and curved features (Figure S3a region 

III and IV) that are linked to the SrO surface termination2, 22. We performed a fast Fourier transfer 

(FFT) analysis around these areas for cross-validation of this step-edge shape assessment. For 

regions I and II, we observed 4-fold symmetry in our FFT analysis, which is an indication of 

cornered structures. However, FFT analysis of regions III and IV did not reveal any 4-fold 

symmetry, which implies the absence of cornered structures.  
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We superimposed the time constant measurements with the topography of the surface. The 

correlation between the topography hints that the longer time constants concentrated around step 

edges across the surface. We quantified this correlation as a function of distance from step edges. 

The time constants of measurement points within 25 nm proximity to a step edge (554 ± 31 ms)  

is larger compared to the time constants of measurement points that are 50 nm or farther from the 

step edges (383 ± 23 ms). This statistical difference suggests that the local variation in the surface 

structure and the coordination number of nearby surface atoms may influence the time constants 

associated with the motion of oxygen vacancies due to the external electric field. Although our 

results may imply the variation of time constants as a function of the distance from step edges, the 

exact nature of this variation can only be discerned by conducting atomic-resolution time-resolved 

measurements across step edges which is beyond the scope of this work. In addition, the surface 

structures, terminations, internal dislocations, and other defects are potential contributing sources 

to the variation of time constants associated with vacancy migration. However, exploring all these 

contributions factors and their potential weight is not possible experimentally and computationally 

with current experimental and computational methods.  

 

 

Figure S3. High-resolution characterization of the surface with frequency-modulation based 

atomic force microscopy. (a-b) Surface topography is measured for the area that we conducted our 

time-resolved experiments. (c) The energy dissipation is presented by the excitation voltage of the 

cantilever and changes less than 1% across the scan frame. This small variation in the energy 

dissipation channel reveals that the surface is free of contaminants or clusters of defects. (d) 

Histogram analysis of the surface topography shows that the surface has unit-cell and fractional 
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unit-cell step heights. (e) Superposition of measured time constants with the surface topography 

reveals that the longer time constants are associated around step edges. This implies that the 

migration of oxygen vacancies is linked to the variations of local surface topography and 

stoichiometry. 

 

V. Additional Experimental Data for Pulse Experiments 

 

 
Figure S4. Additional experimental data for the measurement of the time constant of charge 

carriers with different delay times between pulses. (a-i) The delay time between the time constant 

is increased from 10 ms to 1000 ms for 5 successive pulses.  
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VI. First-Principles Calculations 

VI a.  The Migration Barrier Calculations 

Density functional theory (DFT) calculations were performed on a 4 × 4 × 4 SrTiO3 supercell 

containing 320 atoms in the cubic Pm3̅m perovskite structure (see Section VII below for details). 

We focused on addressing the impact of the vacancy concentration upon their migration barriers, 

as earlier hybrid-functional calculations (in smaller supercells) have indicated that the formation 

oxygen vacancies is much more thermodynamically favorable compared to other point defects25.  

Oxygen vacancies in perovskites can be either neutral or charged23-27. To this end, both the 

charged and neutral states of oxygen vacancies in SrTiO3 have been studied through first-principles 

calculations23-27. There are three charge states that oxygen vacancies may acquire in SrTiO3: the 

neutral state, +1 state, and +2 state (denoted as VO, VO
+, VO

2+ respectively).  Figure S5 summarizes 

the results of ab-initio calculations for the formation energy, migration barriers, and charge 

localization properties which vary amongst these three charge states. As Figure S5a shows, the 

conduction band minimum is located at 2.13 eV above the valence band maximum according to 

our calculations. Also, Figure S5b reveals that the formation energy for VO, VO
+, VO

2+ as a function 

of the Fermi-level (these results are in good agreement with earlier hybrid-functional calculations 

in smaller supercells25). Our calculations of the formation energy as a function of Fermi-level 

indicates that VO
2+ is the most stable state for Fermi level positions up to 2.24 eV above the valence 

band minimum.  For this reason, as the Fermi-level resides at 2.13 eV, VO, VO
+ are less 

energetically favorable than VO
2+.  This is also supported by our experimental measurements, as 

our sample SrTiO3 is not electrically conductive. The nonconductivity of our samples further 

implies a Fermi level well below the conduction band minimum (i.e., less than 2.13 eV).   Hence, 

comparison with Figure S5b implies that VO
2+ is the most likely vacancy state for the studied 

samples. Thus, we only focus upon VO
2+ defects in our vacancy migration calculations. Figure S5c 

demonstrates the migration path we used to calculate the migration barriers of an isolated oxygen 

vacancy in a 4 × 4 × 4 supercell and Figure S5d shows the different migration barriers for oxygen 

vacancies with different charge states. 
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Figure S5. SrTiO3 first-principles calculations including the formation energy and associated 

properties of oxygen vacancies. (a) Electronic band structure of pristine SrTiO3 (b) Relative 

formation energy as a function of Fermi level for oxygen vacancy defects in SrTiO3. (c) Oxygen 

vacancy migration path in a 4×4×4 supercell (only two adjacent TiO6 polyhedral in the supercell 

are shown for illustrative purposes). (d) Single vacancy migration barriers for VO, VO
+ and VO

2+, 

respectively. 
 

Our study of VO
2+ interactions begins with a consideration of energetically favorable paired 

vacancy configurations in 4 × 4 × 4 SrTiO3 supercells. We considered the most commonly 

discussed configurations following the former literature28, as well as new additional 

configurations. Figure S6a shows di-vacancy configurations studied. Figure S6b summarizes the 

relative formation energy interaction of the proposed vacancy-vacancy interactions versus their 

separation distance. Note the calculations presented in Figure S6b do not include periodic charged 

supercell corrections, as the first-order charged supercell correction is identical for all 

configurations in Figure S6 as discussed in Ref.29 and we are examining their relative formation 

energy (not total formation energy). This was also done for the kinetic barrier calculations in Figure 

S7. However, the calculations in Figure S5 must include all the necessary periodic charged 
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supercell caculations discussed in Refs. 29, 30 as we are comparing the formation of different charge 

states in Figure S5 and the variationof the bulk/reservoir Fermi-level relative to these charge states. 

Our calculations reveal that the configuration C in Figure S6a is the most energetically favorable 

case. For this reason, we selected configuration C to further explore the impact of vacancy 

interactions on the overall migration process.  

 

Figure S6. Ab-initio calculations exploring the energetically most favorable states of  paired VO
+2 

vacancies, (a) shows different configurations of vacancies. Each cube represents a SrTiO3 unit cell.  

The shaded area with an empty circle indicates the location of a VO
+2 vacancy.  (b) reveals the 

vacancy-vacancy interaction energies versus their separation distance. Our ab-initio calculations 

indicate that configuration C energetically is the most favorable configuration.  
 

 We employed the climbing image nudged elastic band (CI-NEB) method to compute 

migration barriers of vacancies31.  As Figure S7a shows, we first considered the computed energy 

barrier of 0.67 eV for an isolated VO
2+  migrating to its neighboring site in a  4 × 4 × 4 supercell. 

We compared this energy with the proposed migration path for configuration C depicted in Figure 

S7b.  The migration path corresponds to hopping between C-L-F-L-C configurations (the 

interaction energy of all such configurations are shown in Figure S6b).  The migration barriers 

between C-L was determined to be 0.45 eV, while the migration barriers between L-F was found 

to be 0.87 eV. For this reason, the proposed migration pathway in configuration C leads to a larger 

kinetic barrier to vacancy migration if the vacancy-vacancy system is perturbed from its lowest, 

the most favorable energy configuration. 
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Figure S7. The calculation of migration path barriers. (a)  shows the migration barriers of a single 

VO
2+ vacancy. (b) reveals that the proposed migration pathway and computed barriers for VO

2+ 

divacancies with configuration C.  All energy barriers were calculated using the climbing image 

nudged elastic band method with U = 4.36 eV31.   

 

We hypothesize that amongst the statistical ensemble of configurations that are occupied 

in vacancy migration, similar interactions obstruct vacancy motion and give rise to a larger overall 

migration barrier at higher vacancy concentrations. These vacancies that are initially dilute can be 

clustered closely together by an externally applied field (e.g., via a scanned probe). Even though, 

it is not possible to compute all such interactions and kinetic barriers of different vacancy 

configurations, orientations and configurations, our calculations lend first-principles support to our 

hypothesis and are complementary to the observed experimental results.     

 

VI b.  Deformation of the Sample Due to the Tip-sample Interaction 

The existence of the AFM probe and applied bias voltage between the tip and the sample results 

in a tip-sample interaction force. This tip-sample interaction force may deform the sample locally. 

For this reason, we also investigated the effect of sample deformation on the migration barrier. To 

this end, the bulk modulus of SrTiO3 calculated utilizing the Perdew-Burke-Ernzerhof (PBE) 

functional32 was determined to be 172 GPa, which agrees well with previous DFT studies33 and 

the experimental value of 174 GPa34.  The tip is located at a distance of 20 nm during experiments.  

Due to this reason, the tip has an effective tip-sample interaction area 20 nm in radius. The 

conversion of resonance frequency shift data to the tip-sample interaction force shows that the total 
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tip-sample force is on the order of 3 nN. This tip-sample interaction force will lead to a local 

pressure of 0.0024 GPa.  This amount of force that will deform the lattice by approximately 

0.00011 nm. For this reason, the deformation due to the tip-sample interaction force is negligible 

and has no effect on the migration barrier of oxygen vacancies.  

 

VII.  First-Principles Methodology 

All first-principles calculations were performed within the Vienna Ab initio Simulation Package 

(VASP)35-38 utilizing the PBE functional32. We utilized projector augmented wave (PAW) 

potentials39, 40 of the form:  Sr(4s24p65s2), Ti(3p64s23d2), O(2s22p4). All calculations were spin 

polarized. The pristine unit cell of SrTiO3 was fully relaxed using the PBE functional with a 7 × 

7 × 7 Monkhorst–Pack41 k-point grid and a plane-wave energy cut-off of 650 eV. The interatomic 

forces were converged to less than 0.01 eV/ Å. This results in a lattice parameter  of 3.940 Å in 

good agreement with the experimental value of 3.905 Å42. We did not use DFT+U to further 

optimize the lattice parameter, as it leads to a greater deviation from the experimental lattice 

parameter.  Band gap and lattice parameter variation as a function of the U value in VASP can be 

found in Figure S8. Through detailed inquires, we have found that vacancy interactions in the 

 4 × 4 × 4 supercell range can sometimes lead to a sustained, long-range octahedral tilting across 

the entire supercell, when structural converge is set below 0.05 eV/ Å. We believe that this is an 

artifact of the supercell method which sometimes misrepresents the true interaction of vacancies 

in a mesoscopic system due to the limited dimensions of the supercell used.  For this reason, we 

ended configurations subject to such long-range distortions at a higher total energy before they 

could be reached. To avoid this unphysical distortion of the periodic supercell, we obtained at a 

lower convergence criterion (0.05 eV/ Å) for C, D, L, K configurations presented in Figure S6.   

To verify that the long-range octahedral distortions are a supercell size artifact, and not a convolved 

lattice parameter error, we relaxed both the lattice constant and defect configuration 

simultaneously for configuration L at the chosen U value discussed below (detailed run files can 

be found amongst our Supporting data). Again, with these self-consistently relaxed unit cells, the 

same long-range octahedral distortions are still obtained. Larger supercell sizes are beyond our 

computational capabilities (even the presented calculations were quite computationally 

demanding). The removal of long-range octahedral distortions should be explored in larger 

supercells in future work as computational algorithms improve.      
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Figure S8. SrTiO3 band gap and lattice constant as a function of the U value projected on Ti d-

orbitals in VASP.  

 

For all supercell calculations involving oxygen vacancies and divacancies, we employed 

the DFT+U approach43 with an effective Hubbard U parameter set at 4.36 eV27, 28, 44, 45 on the Ti 

d-orbitals. The U term is needed to correct the on-site Coulomb interaction of Ti 3d orbitals27, 28, 

44, 45. This U value is commonly used in first-principles studies of SrTiO3
27, 28, 44, 45  and the overall 

single oxygen vacancy properties calculated with this U value are arguably comparable to hybrid 

functional results25.  We obtained a calculated band gap of 2.13 eV with this U value, which lies 

below the known experimental band gap of 3.25 eV46.   By employing the generalized form of 

Koopmans’ theorem47-49 one might better estimate the U value. Nevertheless, the 4.36 eV U value 

we employed enables direct comparison with previous first-principles studies of SrTiO3
27, 28, 44, 45. 

All our vacancy results were obtained in 4 × 4 × 4 STO supercells sampled via a 2 × 2 × 2 

Monkhorst–Pack41 k-point grid.  The element-decomposed electronic band structure of SrTiO3 

was plotted using pymatgen50. The migration path of oxygen vacancy was visualized through 

VESTA51. The formation energies of the oxygen vacancies were calculated following the 

procedure discussed elsewhere25, 30, while utilizing the finite size and charged supercell correction 

scheme30. The reader is referred to Refs.29, 30 for details concerning these important defect energy 

corrections. Hybrid functionals were considered far too computationally costly for such a large 

system, compounded with the challenge of many coupled nudged elastic band lattice calculations. 
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VIII. Relation Between the Activation Energy and Diffusion 

 

For a vacancy moving in the bulk of a material, we can write the diffusion coefficient using 

Einstein’s relation for a random walk52, 

 𝐷 =
<∆𝑟2>

2𝛼𝑡
 (6) 

 

where < ∆𝑟2 >= 𝑁𝑙2  is the mean-square displacement of the diffusing particle, 𝛼 is 

dimensionality of the process, and 𝑡 is the duration over which the diffusion is observed. Here, 𝑁 

is the number of jumps and 𝑙 is the jump length.  The number of jumps can also be written as: 

 
 

𝑁 = 𝑛Γ𝑡, 
(7) 

In equation 7, 𝑛 is the number of nearest neighbors and models the number of jump-equivalent 

directions available to the vacancy and Γ is the hopping rate.  The hopping rate can be further 

expressed as53: 

 Γ ≈
𝑘𝐵𝑇

ℎ
𝑒

−∆𝐹
𝑘𝐵𝑇 (8) 

In equation 8, ∆𝐹 is the free energy change between the top of the kinetic barrier and the vacancy 

in its equilibrium position, 𝑘𝐵 is Boltzmann constant, ℎ is Plank’s constant and 𝑇 is the system 

temperature. The free energy change has both total energy and entropic contributions and can be 

written in the form54: 

 ∆𝐹 = ∆𝐸 − 𝑇∆𝑆. (9) 

In equation 9, ∆𝐸 is the activation energy barrier of diffusion (∆𝐸 = 𝐸𝑎) and ∆𝑆 is the vibrational 

entropy. Since we want to approximate the vacancy mobility, we can assume that during the 

hopping process the change in the local vibrational frequency is negligible in comparison with 

vibrational frequency in the initial state. As we are not considering high temperatures (i.e. 

thousands of degrees), this is a reasonable assumption55. As a result, we can write: 

 

 ∆𝑆 = ∆𝑆𝑣𝑖𝑏 ≅ 0. (10) 

 

In most calculations of vacancy diffusion in crystalline materials at low temperatures, ∆𝑆 is 

assumed to be zero56.  
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If equation 6 is rewritten by substituting equation 7: 

 𝐷 = 𝑛Γ𝑡𝑙2

2𝛼𝑡
= 𝑛Γ𝑙2

2α
. (11) 

 

Substituting equation 8 in equation 11, leads to: 

 

 𝐷 =
𝑘𝐵𝑇

ℎ

𝑛𝑙2

2𝛼
exp (

∆𝑆

𝑘𝐵𝑇
)exp (

−𝐸𝑎
𝑘𝐵𝑇

). (12) 

 

As the next step, substituting equation 10 in equation 12 results: 

 

 𝐷 =
𝑘𝐵𝑇

ℎ

𝑛𝑙2

2𝛼
exp (

−𝐸𝑎
𝑘𝐵𝑇

). (13) 

 

Finally, from Einstein’s diffusion relation52 we can arrive at the mobility 𝜇 via: 

 

 
𝜇 =

𝑞

𝑘𝐵𝑇
𝐷 

 
(14) 

 

In Equation 14, 𝑞 is the charge of the vacancy. From this vacancy mobility and the diffusion energy 

barrier can be related inserting equation 13 in equation 14:  

 

 𝜇 =
𝑞𝑛𝑙2

2𝛼ℎ
 exp (

−𝐸𝑎

𝑘𝐵𝑇
) (15) 

Note that l refers to the hop distance between vacancy configurations, for example the distance the 

vacancy in Figure 1 would move from its current site to a nearest neighbor oxygen site when 

migrating. Equation 15 reveals that an increase in the bulk activation barrier will decrease the 

mobility of vacancies – or, conversely, how the mobility may be computed from the activation 

barrier.   
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IX. Additional Experimental Data for the Spatial Extent of Temporal Correlations 

 

 
Figure S9. Additional data for the measurement of the spatial extent of nonergodic dynamics. (a) 

shows the decay of the frequency shift for the first pulse of the reference point for five successive 

experiments. This result demonstrates that there is no tip or sample modification between 

experiments. (b) is the measurement of the time constant at various distances after waiting for 1000 

ms. This demonstrates that the time constant associated at each point is very similar and within the 

experimental uncertainty in the absence of temporal correlations.  
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