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ABSTRACT: One of the main challenges in improving fast
charging lithium-ion batteries is the development of suitable
active materials for cathodes and anodes. Many materials suffer
from unacceptable structural changes under high currents and/
or low intrinsic conductivities. Experimental measurements are
required to optimize these properties, but few techniques are
able to spatially resolve ionic transport properties at small length
scales. Here we demonstrate an atomic force microscope
(AFM)-based technique to measure local ionic transport on
LiFePO4 to correlate with the structural and compositional analysis of the same region. By comparing the measured values with
density functional theory (DFT) calculations, we demonstrate that Coulomb interactions between ions give rise to a collective
activation energy for ionic transport that is dominated by large phase boundary hopping barriers. We successfully measure both
the collective activation energy and the smaller single-ion bulk hopping barrier and obtain excellent agreement with values
obtained from our DFT calculations.
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A major challenge in the widespread deployment of
sustainable energy sources such as solar and wind is

maintaining grid stability due to their time varying nature.
Distributed energy storage in electric vehicle batteries is an
attractive option to stabilize the grid. Since private vehicles are
only used for 1 h per day on average,1 batteries in electric
vehicles could be connected to the grid for the remaining 23 h
per day. Power utilities could then develop the infrastructure to
both charge and discharge the batteries as needed in order to
stabilize the grid. A major issue inhibiting widespread consumer
acceptance and thus broader deployment of this concept is the
low maximum charge rate (c-rate) of the current battery
materials and chemistries. The maximum c-rate for most
lithium-ion batteries is typically limited by low electronic and
ionic conductivity in the cathode or unacceptable structural
changes under high charging currents.2,3 In order to improve
these transport properties, a fundamental understanding of
their underlying mechanisms is essential, but lacking. Measure-
ments of many properties such as activation energy for ionic
transport, in particular, differ significantly from values obtained
from modeling. Here we show through both experiment and
theory that for ionic transport through solids this discrepancy
arises due to the collective transport behavior of the ions.
It is generally accepted that lithium transport primarily takes

place along 1-dimensional channels oriented along the [010]
axis in LiFePO4 (see Figure 1A), while cross-channel diffusion

is possible by a concerted process involving two lithium ions
along the [001] axis; the channels are effectively blocked along
the [100] axis making transport impossible in this direction.
This was first predicted by calculating the hopping barriers for
several possible migration paths and then demonstrated by
high-temperature neutron diffraction experiments.4,5 Most
calculations of the minimum lithium hopping barrier (i.e.,
along the [010] direction) found values in the range of ∼0.3
eV,6−10 which is significantly smaller than many experimentally
measured values (∼0.5 eV).4,11−15 These calculations typically
involve a single lithium ion hopping through an FePO4 lattice
and do not take into account the effects of differing polaronic
environments as well as neighboring ions. As we will show,
these calculations are extremely sensitive to the surrounding
polarons and ions. Their results must also be compared with
techniques that measure equivalent phenomena, namely, bulk
ionic hopping barriers, which we have done using electrostatic
force microscopy (EFM) in the time-domain.
The first measurement of ionic conductivity using AFM was

demonstrated by Bennewitz and co-workers where the
conductivity of F− ions in CaF2 was probed by measuring the
relaxation as a function of time after applying a step potential.16
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More recent developments in AFM-based techniques have
aimed to exploit the high spatial resolution afforded by the
nanometer-sized AFM tip to correlate local ionic transport with
topography. These include nanoimpedance spectroscopy;17

electrochemical strain microscopy (ESM),18,19 which measures
the strain response to applied bias pulses; and time-domain
electrostatic force microscopy,20 which measures the relaxation
as a function of time similar to the measurement performed by
Bennewitz et al.16 The technique we have employed is an
extension of the time-domain method to faster time scales using
fast detection electronics and ultrahigh frequency AFM
cantilevers (see Methods).
Ionic transport in solids is a vacancy-mediated process

involving discrete hops by ions in a lattice from their initial sites
to neighboring vacant sites. Applying an electric field to an
ionic conductor causes the ions to move in response to the field
applied through the material. Ionic hopping leads to, and can
thus be observed as, a decay of the internal electric field, ϕ(t).

On very short time scales (shorter than some cutoff time tc, tc ≈
ps according to ref 21), the decay is accurately described by a
simple exponential as in eq 1. However, on longer time scales
the electric field decays as a stretched exponential as in eq
2:21,22

ϕ τ= − <t t t t( ) exp[ / ] for c (1)

ϕ τ β= − * > < <βt t t t( ) exp[ ( / ) ] for , 0 1c (2)

where β is the stretching factor, τ is the time constant for
individual ionic hops at short time scales, and τ* is the effective
time constant that is observed over time scales larger than tc.
This transition is due to the fact that beyond the cutoff time,
ionic hopping is no longer random because the probability of a
specific hop occurring is influenced by the previous hops of
nearby ions. This process was described by the “coupling
model” by Ngai,23 and this result (eqs 1 and 2) also appears in
the “jump relaxation model” by Funke.22 These models are

Figure 1. Localized time-domain spectroscopy of ionic transport on pure LiFePO4 platelets using AFM. (A) Block diagram of AFM electrostatic
force spectroscopy measurement. Inset illustrates crystallographic direction with closeup of 1D transport channels of LiFePO4 platelet with respect
to the applied electric field between the AFM tip and back electrode (gold substrate). (B) Example of averaged frequency shift vs time curves
(normalized for clarity) obtained after realtime averaging of 100 pulses for slower responses (<34 °C) and 700 pulses for faster responses. Black lines
are fits obtained using eq 2; inset shows a close-up of the data and fitted curves from 2 to 5 ms. (C) Arrhenius plot of the natural log of the time
constants (in ms) obtained from fitted decay curves vs 1/kT and their best-fit lines for both points labeled in (E). Error bars represent the standard
deviation of time constants obtained at each point for each temperature (see Methods). (D) Time constant obtained by fitting frequency shift vs
time curves taken at various points on four different particles (indicated by different symbols) plotted against the particle thickness. (E) Tapping
mode topography AFM image of pure LiFePO4 platelets on gold substrate with probe points labeled. (F) SEM image of the same platelets taken
while conducting EBSD measurements. All scale bars are 2 μm.
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both very similar in many ways and even though their
approaches are quite different, they obtain the same result in
the time regime of interest for this application.22

The relaxation time constant (τ*) varies with temperature
according to the Arrhenius law:

τ τ* = * *∞ E kTexp( / )a (3)

where Ea* is the effective activation energy (for collective
transport), τ∞* is the effective attempt rate, k the Boltzmann
constant, and T temperature. Ngai and co-workers showed that
Ea* is not the energy barrier encountered by individual ions, but
rather an overall activation energy for collective ionic transport
through a material (i.e., the effective activation energy).21,23

This is due to the Coulomb interactions between ions, which
cause the local energy landscape to change as neighboring ions
hop into vacant sites. An intuitive description of this process is
as follows: an ion that has hopped into a higher energy site can
either hop back into its original site to lower the energy, or the
surrounding ions can reorganize around it in a correlated
relaxation effect. If a backward hop by the initial ion requires
less energy than the neighboring ions relaxing around it, it has a
higher probability of occurring. However, on long enough time-
scales (≫ tc), the neighboring ions reorganize to sufficiently
raise the backward hopping barrier so that the less-likely
forward hopping event does occur; this gives rise to net
transport and effectively dominates any signal related to charge
transport in these systems.22,24 The single-ion hopping barrier
(for hopping through the bulk phase), Ea, can be recovered by
the following relation:

β= *E Eaa (4)

Since Ea is the single-ion bulk-phase hopping barrier, it can
therefore be directly compared with the theoretical energy
barrier obtained from modeling. The collective transport
activation energy Ea*, however, is the quantity typically
measured using conventional techniques such as impedance
spectroscopy. Ea can be recovered from impedance spectros-
copy measurements by power law analysis with σ(ω) ∝ (ωτ)n

where β = 1 − n in the intermediate (dispersive) frequency
regime, although this analysis is seldom done.22,23,25,26

The time-domain electrostatic force spectroscopy technique
was originally developed by Schirmeisen et al.20 where a step
potential is applied between a conductive AFM tip and sample
and the measured interaction (i.e., change in cantilever
resonance frequency) is recorded over time. This technique
has been successfully used to measure Li+ transport in LiAlSiO4
with varying degrees of crystallinity, K+ transport in K2O·2CaO·
4SiO2 (KCS) glass, and Na+ transport in Na2O·GeO2 (NG)
glass samples.20,27−29 The electric field generated inside the
bulk is perpendicular to the surface in the region directly under
the tip (Figure 1A), which causes ions to move as they attempt
to shield the internal field. As charge builds up on the surface
directly beneath the AFM tip, the electric field at the tip
increases. An increased electric field leads to a stronger
attractive tip−sample force, which manifests as a reduction in
cantilever resonance frequency. Recording the resonance
frequency over time gives the ionic response signal directly
that can be fitted to the general form of the ionic response, eq
2. The ionic conductors probed previously all had relaxation
times on the order of seconds and could thus be measured
using AFM detection techniques under normal operating
conditions. LiFePO4, however, has relaxation times on the

order of milliseconds at room temperature, thus requiring high-
speed frequency detection electronics and an averaging
protocol to reduce noise, which we have developed and
implemented (see Methods).
LiFePO4 is a well-characterized and relevant material for high

power-density batteries and is a good candidate for furthering
our understanding of ionic transport in solids. A hydro-
thermally synthesized LiFePO4 platelet (see Methods) on a
gold substrate was probed using the high-speed electrostatic
force spectroscopy technique with a step potential of −5 V
applied to the tip at five different temperatures. The frequency
shift values were recorded over 40 ms and averaged 100 to 700
times to obtain an acceptable signal-to-noise ratio (SNR). The
measurements were performed at a tip−sample separation of
∼20 nm. Altering the lift height showed no change on the
measured relaxation times, the only change was the absolute
value of the saturation frequency shift, which is one of the fit
parameters. A block diagram of the probe measurements is
shown in Figure 1A, while the resulting frequency shift vs time
traces are shown in Figure 1B (see Methods).
The two points probed on this particle are indicated in the

tapping-mode AFM topography image (see Methods) in Figure
1E. Hydrothermally synthesized LiFePO4 platelets are known
to form with the largest facet in the ac-plane, meaning that the
[010] axis in these particles is perpendicular to the surface
being probed.30 This was verified using electron backscatter
diffraction (EBSD, see Figure S1). The scanning electron
microscope (SEM) image taken simultaneously is shown in
Figure 1F. Thus, the 1D transport channels along the [010] axis
are oriented directly along the applied electric field from the
AFM tip, illustrated in the inset of Figure 1A. The Arrhenius
plot of the relaxation time constants τ* is shown in Figure 1C
along with linear fits to the natural log of the relaxation time vs
1/kT, which give us the effective attempt rate, τ∞* , and the
activation energy for collective ionic transport, Ea*, as per eq 3.
The collective ionic transport activation energy (0.47 eV) is
very similar to values reported from several other techniques for
transport along the [010] direction.4,11−15 Using eq 4 we see
that the single-ion energy barrier for bulk hopping is around 0.3
eV, which is in very good agreement with values reported from
modeling.4 The results are summarized in Table 1 (see Table
S1 for full fitting results).

After probing several particles with varying thicknesses we
observed a clear trend of increasing relaxation time with
increasing particle thickness (Figure 1D). This indicates that
the ionic transport being probed is truly a bulk effect that
involves the collective motion of all the ions in the channels in
this high lithium-ion concentration limit (i.e., low-vacancy
concentration). The electronic conductivity of LiFePO4 is

Table 1. Summary of the Results Obtained for Transport
along the [010] Direction from Points 1 and 2 in Figure 1Ea

theory experiment

collective activation energy (eV) 0.5−0.6 0.47(7)
bulk hopping barrier (eV) 0.31−0.33 0.30(4)
collective diffusivity (cm2/s) 2 × 10−13 2.8(4) × 10−13

bulk diffusivity (cm2/s) 1 × 10−9 0.2 ± 2.0 × 10−10

aTheoretical diffusivity values were obtained using eq 5 with a ν* value
of 2 × 1012s−1. T = 300 K was used for all diffusivity calculations.
Uncertainties are the standard deviation values obtained from the
parametric bootstrap analysis (see Methods).
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several orders of magnitude higher than the ionic con-
ductivity;13 thus, the electronic polarization takes place much
faster than the ionic transport probed here. The result is a
relaxation signal due entirely to the Li+ transport. Measure-
ments were also done on both conducting and insulating
samples without mobile ions present, and no response was
observed, demonstrating that ionic transport is truly the origin
of the observed signal (see Figure S2). To further investigate
the observed relaxation, probe experiments were also
conducted with −4 and −5 V applied on the same location
(see Figure S3). The time constant and stretching factors
obtained after fitting were identical. The only notable effect is a
difference in the maximum frequency shift value due to the
quadratic dependence of frequency shift on applied voltage (see
Methods).
A partially delithiated LixFePO4 ingot with large grain sizes

was synthesized and characterized using various techniques to
correlate local structure with local ionic transport properties
(see Methods). X-ray diffraction was used to check the bulk
phase purity. LiFePO4 and FePO4 phases were identified in
∼80:20 wt % ratio, and only trace amounts of K2S2O8 were
found. Figure 2A shows a scanning electron microscope (SEM)
secondary-electron image of the sample. The local composition
of this exact region of the sample was further investigated using
time-of-flight secondary ion mass spectrometry (TOF-SIMS,
see Methods). The TOF-SIMS mapping of Li7

+ is shown in
Figure 2B with an outline of the center region (light region in

the SEM image) drawn to guide the eye. Figure 2C shows the
frequency-modulated AFM (FM-AFM) topography image
taken over the same region of interest. The TOF-SIMS
mapping clearly shows that region B (also containing point A1
as indicated in the topography image) is lithium-poor, while the
outer regions (C and A2) are lithium-rich. It has been shown
that chemically delithiated LixFePO4 spontaneously phase
segregates into lithium-rich (x ≈ 1) and lithium-poor (x ≈
0) regions;31 thus, the upper and lower regions in the TOF-
SIMS data are nearly fully lithiated (x ≈ 1), while the center
region is nearly fully delithiated (x ≈ 0).
Each point labeled in Figure 2C was probed using the high-

speed electrostatic force spectroscopy technique. A summary of
the activation energies and bulk hopping barriers measured in
each of the three regions (A,B,C) is shown in Table 2. The full
results including stretching factors, and attempt frequencies for
all six points are found in Table S2. With the exception of
region B, the activation energies and hopping barriers are
identical to those measured on the platelet sample. The slightly
higher collective activation energy and hopping barrier in
region B is most likely due to an increased concentration of
antisite defects resulting from the delithiation process. This has
been shown to force ions to follow a 2D transport pathway
along the (010) and (001) directions with a higher hopping
barrier of ∼0.36 eV, which is consistent with our measured
values.32,33 This region still displays the collective transport

Figure 2. Composition and ionic transport on bulk partially delithiated LiFePO4. (A) SEM secondary electron image of the region of interest. (B)
TOF-SIMS map of Li7

+ counts with the grain boundaries outlined (white dashed lines); the color scale indicates Li7
+ counts/TOF-SIMS extraction

from 0 to 0.08, the center region is clearly lithium-poor, while the upper and lower regions are lithium-rich. (C) FM-AFM topography, vertical scale
extends from 0 (black) to 35 nm (white). Each labeled point was probed using the electrostatic force spectroscopy technique (see text). (D)
Example of frequency shift (normalized for clarity) vs time data for five temperature values taken at point A2 in (C). Black lines are fits obtained
using eq 2; inset shows a close-up of the data and fitted curves from 2 to 5 ms. (E) Arrhenius plot of the natural log of the relaxation times (in ms)
obtained from fitted decay curves vs 1/kT and their best-fit lines (solid, dash-dot, and dashed lines) for all points labeled in (C). Error bars represent
the standard deviation of relaxation times obtained at each point for each temperature (see Methods). (F) Spatial variation of relaxation time (τ)
taken along line indicated in (C) with 50 nm spacing between points, error bars are the standard deviations of the measurements done at points B1
and C1 (100 μs). All scale bars are 2 μm.
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phenomenon, however, with a collective activation energy
significantly higher than the bulk hopping-barrier.
A large variation in relaxation times was also observed

between regions B and C, which proved useful for
demonstrating spatially resolved measurements as shown in
Figure 2F. This variation is most likely due to elastic coherency
strain arising from large concentration gradients (due to phase
separation during crystallization), which has been shown to
significantly affect local chemical potential and collective ionic
diffusivity.34,35 The full transition from the characteristic
relaxation time of the center grain to that of the outer grain
occurs over ∼1 μm. This ∼1 μm variation across this boundary
is also observed in the Kelvin probe force microscopy (KPFM)
image (see Figure S3), indicating that the long length-scale
variation is intrinsic to the sample and not the resolution limit

Table 2. Summary of the Results Obtained for the Three
Regions Labeled in Figure 2Ca

A B C

collective
activation
energy (eV)

0.54(3) 0.62(4) 0.50(1)

bulk hopping
barrier (eV)

0.30(1) 0.37(1) 0.32(1)

collective
diffusivity
(cm2/s)

2.3(1) × 10−13 2.2(1) × 10−13 1.08(3) × 10−13

bulk Diffusivity
(cm2/s)

2(2) × 10−9 3(6) × 10−9 1.1(8) × 10−9

aAverage values for each region (i.e., A1/A2, B1/B2, C1/C2) are
reported (see Table S2 for full results). Uncertainties are the standard
deviation values obtained from the parametric bootstrap analysis (see
Methods).

Figure 3. A 1 × 4 × 2 slab of LiFePO4 used for the DFT calculations. Lithium ions are colored in green, oxygen atoms in red, Fe2+ (and its O6
octahedral coordination shell) in blue, and Fe3+O6 in orange. In this 1 × 4 × 2 slab, there is a total of eight layers of sites that can be occupied by Li
ions (and a corresponding eight layers of Fe atoms that can take extra electrons from the Li atoms). To simulate a phase boundary, we added three
layers of Li ions and four layers of Fe2+ on one-half of the slab, with an additional layer of Fe2+ added to preserve b-axis directional symmetry, while
the other half of the slab remains in FePO4 configuration. Intermediate images of the position of the Li ion during hopping are shown in silver. (A)
Calculated pathways of the middle rightmost ion hopping from the initial configuration (labeled as I) through the last Fe2+ layer to the next site
(labeled as II), and further through the LiFePO4/FePO4 phase boundary to an empty FePO4 site (labeled as III). (B) Calculated energies of the I−II
and II−III hopping pathways. (C,D) Calculated pathway and energies of the second Li ion hopping after the first ion has hopped from I to II. The
end points of this pathway are labeled as II.1 and II.2. (E,F) Calculated pathway and energies of the first Li ion hopping from the arrangement in (B)
and (D) through the phase boundary (II.2 to III.2). (G,H) Calculated pathway and energies in the dilute limit, a configuration with just two Li ions.
The first ion is kept at the point labeled as L1, and the second ion is moved from L2 to L3 and finally to L4. The induced polarons are kept at their
Fe centers as shown in (G) throughout the calculation. (A), (C), (E), and (G) were produced using VESTA 3.36
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of the technique, which has previously been reported as <100
nm.27

EBSD was also conducted on this region and revealed that
the LiFePO4 outer regions are not perfectly oriented with the b-
axis normal to the surface, but still with a component in that
direction (see Figure S5). This demonstrates that 1D transport
can be probed at least in all but the most extreme cases where
the 1D channels have no component along the applied field
direction. There was some uncertainty in determining the
orientation of the FePO4 center region from the EBSD data,
and so it is not reported here (see Supporting Information).
The local diffusivity was calculated using eq 5, where ν* is

the attempt frequency (1/τ*) and a is the intersite distance
(3.07 Å).4

ν= * −D a E kTexp( / )a
2

(5)

Using the collective transport activation energies (Ea*) to
calculate the collective diffusivity, we obtain the same values as
reported from other experimental techniques (≈10−13−10−15
cm2/s).37−40 However, inputting the experimentally deter-
mined single-ion bulk hopping barriers and attempt frequen-
cies, the diffusivity values (1−3 × 10−9 cm2/s from the ingot
sample measurements, 0.2 ± 2.0 × 10−10 cm2/s from the
platelet measurements) are much closer to those calculated
from DFT calculations (∼10−9 cm2/s, described below).
We performed DFT + U calculations on a LiFePO4 slab (1 ×

4 × 2 unit cells) with carefully controlled polaronic and ionic
configurations (see Methods). This is illustrated in Figure 3
where the system is initialized in a partially lithiated state with
part of the periodic unit cell in the LiFePO4 phase and the
other part in the FePO4 phase. The LiFePO4 phase is a phase
segregated cluster containing Li ions and electrons that reduce
the surrounding Fe atoms to a 2+ oxidation state. For collective
ionic transport to take place, the leading lithium ion must first
hop into the nearest vacant site as in Figure 3A. The barrier of
the initial hop is highly dependent on the neighboring
polaronic structure (Figure 3A,B): if the first hop is within
the LiFePO4 phase (i.e., the neighboring Fe atoms are in the 2+
state) the barrier is 0.31 eV, whereas if the first hop is across the
LiFePO4/FePO4 phase boundary the barrier is much larger,
either 0.6 or 0.5 eV depending on whether there is a
neighboring ion or not (Figure 3C−F). Once the initial hop
takes place, the initial ion can either hop back into its original
site over a small energy barrier (∼0.2 eV) or the next ion can
hop into the now vacant site over an energy barrier of 0.33 eV,
which is the bulk diffusion barrier. The lower energy event has a
much higher probability of occurring, but does not result in net
ionic transport. Over a long enough time period the second
process will eventually occur. Once the secondary relaxation
takes place the remaining ions can hop along the channel over
the lower bulk hopping barriers, which are the values reported
from previous calculations of ionic hopping barriers (∼0.3 eV).7
This highlights the sensitivity of hopping barriers to their local
environment, which must be accounted for in modeling.
To further elucidate this phenomenon, we have studied a

configuration in which there are only two Li ions in the same
supercell (Figure 3G,H). In this extreme dilute limit there is no
phase boundary, although the Li ions and their polarons will
prefer a configuration that minimizes their electrostatic
interaction energy. Our calculations indicate that the “L3”
configuration as shown in Figure 3G is the lowest in energy.
The “L2” configuration has a slightly higher total energy,
whereas the “L4” configuration is significantly higher in energy.

In a fashion analogous to the configurations previously studied,
the “L2−L3” barrier is bulk-like, whereas the “L3−L4” barrier is
significantly higher. In this configuration, we argue that the
higher (and asymmetric) barrier arises mostly due to the
Coulomb interactions between the two ions (and their
polarons).
Realistically, there are countless different configurations in

partially lithiated LiFePO4 and the configurations studied in
this work are but a select few of them. The statistical variance
can only be revealed by performing an unfeasibly large number
of calculations. The studied configurations are, however, self-
consistent and both demonstrate the two distinct energy
regimes that arise from correlated interactions between multiple
lithium ions and their associated polarons. These two regimes
(bulk-like diffusion and boundary-crossing events) are present
in both ends of the concentration spectrum: high-concentration
with phase segregated configurations and the dilute, two-ion
limit.
The true meaning of the measured (collective) activation

energy and hopping barriers is now more apparent. The Ea* is
the overall activation energy for collective ionic transport,
which is dominated (due to the collective motion of ions) by
the large local in-channel phase-boundary hopping barriers,
whereas the hopping barrier Ea is the energy barrier for a single-
ion hopping through the bulk phase. Recall that it is more likely
for a leading ion to hop back into its original site over a small
energy barrier (∼0.2 eV) after completing a phase-boundary
hop (II−III in Figure 3A) than for a second ion to hop into the
now vacant site over the larger bulk diffusion barrier (∼0.3 eV,
similar to II.1−II.2 in Figure 3C), but only the latter
contributes to net ionic transport. This difference in relative
probabilities gives rise to a correlated forward−backward
hopping process, leading to dispersive transport governed by
eq 2 consistent with our experimental observations. This is
supported by the jump relaxation model developed by Funke22

as well as the dispersive transport picture described by Scher
and co-workers.24

Recent measurements have shown that a solid solution phase
forms during the nonequilibrium stage that occurs during fast
charge/discharge.41,42 Our study indicates that when there is no
net external field present, the partially lithiated system will favor
phase segregation and clustering on the nanoscale along the 1D
transport channels with high initial energetic barriers due to the
local phase boundaries. When a strong external field is applied
during the measurements (as in charge/discharge) the
dispersive behavior of the Li ions will lead to a metastable
state where the ionic distribution is such that a solid solution of
LiFePO4/FePO4 forms. Therefore, we have shown that the
initial two-phase state and its corresponding high initial
hopping barrier lead to the measured collective activation
energies, while the hopping barriers in the solid solution state
are the bulk hopping barriers and thus lead to the observed fast
charge/discharge rates.
We have demonstrated an AFM-based electrostatic force

spectroscopy technique to probe local ionic transport proper-
ties with high spatial resolution on a LiFePO4 sample. We have
successfully correlated these measurements with the local
composition and crystallographic structure using SEM, EBSD,
and TOF-SIMS. The measured activation energies for collective
ionic transport along the [010] direction were in good
agreement with typical values obtained using other techniques
(∼0.5 eV).4,11−15 Our DFT calculations show that a higher
hopping barrier is present as lithium ions cross the LiFePO4/
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FePO4 phase boundary along the [010] direction (0.5−0.6 eV),
which we have identified as the origin of the collective transport
activation energy. Moreover, our DFT calculations indicate that
the hopping barrier for single-ion transport through the bulk
LiFePO4 phase along the [010] direction is ∼0.3 eV, which has
also been reported in the literature.6−9 Through several orders
of magnitude improvement in time-resolved AFM measure-
ments, we have demonstrated the ability to extract these single-
ion bulk hopping barriers from collective ion motion and
obtained values in excellent agreement with both collective ion
and single-ion calculations. In conclusion, our AFM-based
technique allows for direct correlation of transport properties
with the local structure measured using other techniques. By
combining these techniques we have refined our understanding
of ionic transport to better engineer active materials for high c-
rate and high-power lithium-ion batteries. These materials will
play a crucial role in the widespread deployment of renewable
energy generation and fully electric vehicles with fast charge
and discharge requirements.
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