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A phase field crystal �PFC� density functional for binary mixtures is coarse grained and a formalism for
calculating the simultaneous concentration, temperature, and density dependence of the surface energy aniso-
tropy of a solid-liquid interface is developed. The methodology systematically relates bulk free energy coef-
ficients arising from coarse graining to thermodynamic data, while gradient energy coefficients are related to
molecular properties. Our coarse-grained formalism is applied to the determination of surface energy aniso-
tropy in two-dimensional Zn-Al films, a situation relevant for quantitative phase field simulations of dendritic
solidification in zinc coatings.
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I. INTRODUCTION

Multiscale modeling of nonequilibrium phase transforma-
tions has seen various advances in recent years. These in-
clude very efficient phase field approaches that accurately
emulate free-surface models by using diffuse interface
widths �1–4� and adaptive mesh refinement techniques for
multiscale resolution �5–7�. Recently the phase field method-
ology has been extended to self-consistently incorporate
atomic scale effects, such as elastoplasticity and polycrystal-
line grain boundary interactions �8–10�. At the heart of this
formalism—coined the phase field crystal �PFC� method—is
a free energy density that is constructed to be minimized by
periodic density states with the symmetries of crystal phases.

Quantitative phase field simulations of microstructure re-
quire detailed knowledge of several parameters originating at
the microscopic �i.e., atomic� scale. For example, the prop-
erties of dendrite solidification depend critically on the
crystal-melt surface energy and its anisotropy. Modeling a
particular material in a phase field simulation requires that a
combination of the model’s parameters be matched to its
measured surface tension. Unfortunately, in many metallic
systems, the surface energy and its anisotropy are not known
experimentally, particularly in its temperature and composi-
tional dependence. This problem could be circumvented, in
theory, by directly using molecular dynamics or dynamic
density functional theory. These methodologies, however, are
unable to access the relevant time and length scales of typical
phase transformations involved in microstructure evolution.

A compromise in the above problem is to use a static
microscopic theory to derive surface energy and some other
microscopic parameters that enter higher-scale phenomeno-
logical phase field or sharp interface dynamical models. One
class of microscopic models for solidification arises from
aforementioned classical density functional theory �CDFT�
�11�. An even simpler class of atomic scale models are phase

field crystal models �PFC� �10�, which arise from CDFT by
retaining only a crude approximation of the two-point corre-
lation function and reference free energy that enter CDFT.
Recent works on pure materials and alloys �12–17� have
shown that CDFT models and their PFC simplifications can
be scaled up, through different coarse-graining approaches,
into complex order parameter models, the latter of which can
be further mapped onto traditional phase field models �16�.

Toward the above goal, Wu et al. �14� recently extended
the work of Shih �12� by using classical density functional
theory and molecular dynamics to fit the gradient energy
coefficients of a phenomenological Ginzburg-Landau model.
A prediction of the surface energy of pure iron yielded very
good agreement with direct molecular dynamics simulations.
Majaniemi and Provatas �16� used coarse graining to obtain
a set of complex amplitude equations from a CDFT for a
weakly first order transformation in a pure material. Expres-
sions were then derived for the decay length of density
waves across the crystal-melt interface, from which surface
energy anisotropy was computed.

Encouraged by the success of coarse-graining approaches
in pure materials, it is reasonable to expect that extending
them to CDFT/PFC type models of multicomponent systems
�10� can help elucidate the form of the surface energy and its
anisotropy in alloys. This paper applies a coarse-graining
procedure to a classical density functional theory of a binary
mixture in order to study the temperature and concentration
dependence of surface energy. Following Ref. �10�, a model
of a two-component inhomogeneous fluid is first expressed
in terms of two fields; the total atomic number density and
the concentration of one of the components. Applying the
single-mode approximation used in Ref. �16�, a Ginzburg-
Landau model is derived in terms of three complex ampli-
tudes �i.e., order parameters�, an impurity concentration field
and the average density field. This amplitude model is used
to predict the surface energy of solid-liquid interface of a
binary alloy thin films. The analysis is carried out in two
dimensions and applied to thin film Zn-Al coatings, a situa-
tion relevant to galvanization of steels.
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II. BINARY ALLOY MODEL

A. Classical density functional theory

The starting point of this work is classical density func-
tional theory �11,18,19�, which provides a truncated expan-
sion for the Helmholtz free energy functional of a two com-
ponent mixture. Written in terms of the atomic number
density, �A�r� and �B�r�, of species A and B, respectively,
this is given by

F

kBT
=� dr��A�r�ln��A�r�

�̄A
l � − ��A�r� + �B�r�ln��B�r�

�̄B
l �

− ��B�r�	 −
1

2
� � drdr�
��A�r�CAA��r − r�����A�r��

+ ��B�r�CBB��r − r�����B�r��

+ 2��A�r�CAB��r − r�����B�r��� . �1�

The notation Cij��r−r��� denotes the i− j two-point direct
correlation function of a reference liquid phase at tempera-

ture T̄ in coexistence with a solid. The variable �̄i
l is the

average density of the species i�=A ,B� in the reference liquid
state. For concreteness, coexistence will be characterized by
an average density �̄L
 �̄A

l + �̄B
l and a temperature T. Finally,

��A
�A�r�− �̄A
l and ��B
�A�r�− �̄B

l .
To make contact with traditional thermodynamic and

phase field models, it is convenient to work with the trans-
formed fields,

��r� = �A�r� + �B�r� ,

c�r� =
�B�r�
��r�

. �2�

The properties of ��r� and c�r� can be motivated by writing
�A�r��nA�r�+�nAneiKn·r+c.c and �B�r��nB�r�+�nBneiKn·r

+c.c, where Kn are principle reciprocal lattice vectors of the
crystal phase and “c.c” denotes the complex conjugate. The
fields An ,Bn are spatially dependent complex amplitudes
�units of number density� that become zero in the liquid,
while nA and nB are spatially varying densities, which attain
the respective average value of each component, �̄A

L and �̄B
L,

in the liquid �which can differ from the average densities of
the reference liquid state discussed above�. In the solid, the
total density ��r� oscillates on atomic scales and thus aver-
ages, over long enough length scale, to its solid state aver-
age, �s
 �̄A

s + �̄B
s , where �̄A

s and �̄B
s are the values attained by

nA and nB in the bulk solid phase. The fields An, Bn, nA, and
nB are assumed to vary much more slowly than the phase
factors in �A�r� and �B�r�. It is also noted that expanding
c�r�
�B�r� / ��A�r�+�B�r�� �20� to lowest order and coarse
graining the gives �c�= �̄B

s /�s
cs, the average concentration
of component B in the solid.

In terms of the fields ��r� and c�r� the free energy in Eq.
�1� becomes �relative to a reference state�

�F̄

kBT
=� dr�� ln� �

�̄L
� − �� + � ln� �̄L

�̄A
l �

+ ��c ln c + �1 − c�ln�1 − c�� − �c ln� �̄B
l

�̄A
l �

+ ��1 − c��− 1/2CBB − 1/2CAA + CAB��1 − c����

+ ��1 − c��− CAB + CBB��� − 1/2�CBB��

+ ��1 − c���− CBB + CAB��̄B
l + �CAA − CAB��̄A

l �

+ ��CAB�̄A
l + CBB�̄B

l �	 , �3�

where ��
��r�� and c�
c�r�� and where correlation opera-
tors acting on primed fields �or products of primed fields�
denotes integration with respect to r�, i.e., Cijc���
�Cij��r
−r���c�r����r��d2r�, etc. Unprimed fields are with respect to
r. The asymmetry in A and B terms arises due to the defini-
tion of c, which assumes B is a minority phase. Equation �3�
leads to the alloy PFC model originally developed in Ref.
�10� if concentration is defined in terms of A atoms.

B. Coarse grained free energy functional

In this subsection the free energy functional in Eq. �3� is
simplified to the level of a phase field crystal �PFC� model
by retaining only information of the first peak of the two-
point correlation functions. A standard coarse-graining op-
eration is then performed on the resulting free energy func-
tional to project out the long length scales properties in terms
of the slow fields An, c, and �. Following Shih �12�, the
density ��r� is expanded in a single mode approximation of
the form

��r� = n0�r� + �
n

An�r�eiKn·r + �
n

An
��r�e−iKn·r. �4�

The fields An�r� and n0�r��
nA�r�+nB�r�� are assumed to be
slowly varying on scales where ��r� varies appreciably. It is
similarly assumed that the concentration field c�r� varies
slowly on atomic scales, to lowest order in the amplitudes.
Finally, the two-point direct correlation functions are ex-
panded in a Fourier series of the form

Cij��r − r��� = �̄Lcij
exp��r − r��� =� dkĈij��k��eik·�r−r��, �5�

where i, j denote any of the particle combinations AA, BB,
and AB, and “exp” denotes “experimental.”

The expansions for ��r� and Cij��r−r��� are substituted
into the free energy in Eq. �3�, and nonlinear terms are ex-
panded up to fourth order in the fields An, n0 and c. The
result is then coarse grained according to a box-averaging
procedure used in �16�. This integrates out of the free energy
contributions arising on atomic scales, which are represented
by oscillations of the phase factors in the expansion of ��r�.
Thus, any integral that is a combination of slow fields �An�r�,
c�r�, and n0�r�� multiplying phase factors vanishes under
coarse graining, unless the phase factor contains a linear
combination of the Kn that sum to zero. This straightforward
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albeit lengthy procedure yields a free energy defined on me-
soscales written in terms of the slowly varying fields.

The definitions and procedures described in the previous
two paragraphs for two-dimensional �2D� HCP symmetry
yields the following coarse grained �CG� dimensionless alloy
free energy difference in terms of the dimensionless smooth
fields Am
Am / �̄L �m=1,2 ,3�, n0
n0 / �̄L and c,

F 

�FCG

kBT�̄La2 =� dr̄��C�1�c2 + C�2�c + C�3� + n0
2 − 3n0 + 3�

���A1�2 + �A2�2 + �A3�2� + �2n0 − 3��A1A2A3 + A1
�A2

�A3
��

+ ��A1�4 + �A2�4 + �A3�4�/2 + 2��A1�2�A2�2 + �A1�2�A3�2

+ �A2�2�A3�2� + ��C0
�4� + �2�c + C0

�5� + �1�n0 + �C0
�1�c2

+ C0
�2�c + C0

�3� + 3�
n0

2

2
−

n0
3

2
+

n0
4

12
+ n0�c ln�c� + �1

− c�ln�1 − c�� +
C�3��

2 �
m=1

3

Ki
mK j

m�Am
�

�xi

�Am

�xj

+
�ij

�3�

4

�n0

�xi

�n0

�xj

+
C�2��

2 �
m=1

3

Ki
mK j

m��cAm
� �

�xi

�Am

�xj

+
�ij

�2�

4

��cn0�
�xi

�n0

�xj

+
C�1��

2 �
m=1

3

Ki
mK j

m��cAm
� �

�xi

��cAm�
�xj

+
�ij

�1�

4

��cn0�
�xi

��cn0�
�xj

	
�6�

Repeated indices �i , j� in Eq. �6� imply summation. Space
�r̄, xi, xj� is in units of the lattice constant “a” and the mag-
nitude of the Km is qo=4� /�3a, for a 2D hexagonal crystal.
The constants C�N� �N=1,2 ,3 ,4 ,5� are linear combination of

the Fourier components Ĉij��k�� evaluated at �k�= �Km�=qo.
They are given by

C�1� = 
2ĈAB�qo� − �ĈAA�qo� + ĈBB�qo����̄L,

C�2� = 2�ĈAA�qo� − ĈAB�qo���̄L,

C�3� = − ĈAA�qo��̄L,

C�4� = �ĈAB�qo� − ĈAA�qo���̄Lco

− �ĈAB�qo� − ĈBB�qo���̄L�1 − co� ,

C�5� = ĈAB�qo��̄L�1 − co� + ĈAA�qo��̄Lco. �7�

The parameters C0
�N� are the same linear combinations of

Ĉij��k�� as the C�N� but with �k�=0. The constants C�N�� in the
gradient terms denote the second derivatives of C�N� with
respect to k, then evaluated at �k�= �Km�=qo. The following
constants have also been defined:

�1 
 ln�1 +
�̄B

l

�̄A
l � − 11/6 = − ln�1 − co� − 11/6,

�2 
 − ln� �̄B
l

�̄A
l � = − ln� co

1 − co
� , �8�

where co
 �̄B
l / �̄L is the average concentration of the refer-

ence liquid state. Finally, �ij
�N� are given by

�ij
�N� =� C̃�N���R��RiRjd

2R , �9�

where, for each N=1,2 ,3,

C̃�N���R�� 
 H−1
C�N��qo → �k��� , �10�

with H−1 denoting the inverse Fourier transform. The con-
stants in Eqs. �7�–�9� are all generally dependent on tempera-
ture through their dependence on the correlation functions at
coexistence.

The free energy in Eq. �6� can be made more accurate by
considering contributions from higher order direct correla-
tion functions in the expansion of Eq. �1�. For example, the
k=0 mode of the Fourier representation of the three point
correlation function will renormalize the polynomial coeffi-
cient of the square amplitude terms �21�. While elegant, a
proper inclusion of higher order correlation is a formidable
task. In this work, only the form of Eq. �6� will be assumed.
Bulk free energy coefficients will be fit from thermodynamic
database information, while gradient energy coefficients will
be inferred from microscopic theories or molecular dynam-
ics.

III. EQUILIBRIUM PROPERTIES OF MODEL

A. Grand potential

The equilibrium fields � and c are derived by extremizing
the grand potential functional,

	̄ = F��A��,c�,�B��,c�� −� dr

A�A��,c� − 
B�B��,c��

= F̄��,c� −� dr

A�1 − c�� − 
Bc�� , �11�

where F̄ is the free energy in Eq. �3�, while 
A and 
B are
the generalized chemical potentials of species A and B, re-
spectively. The definitions of �A and �B in terms of � and c
have been used in the second line of Eq. �11�.

Integrating out the short wavelengths gives the corre-

sponding coarse-grained grand potential 	̄ in terms of the
smooth fields c, n0, and the An. This is given, in dimension-
less form, by

	 = F�
An�,c,n0� −� �dr̄

A�1 − c�n0 − 
Bcn0�� , �12�

where, like F in Eq. �6�, 	 is in units of kBT�̄La2, while 
A,

B are in units of kBT and n0, An in units of �̄L.

B. Equilibrium profiles

The equilibrium fields An�r�, c�r�, and n0�r� are found by
extremizing Eq. �12� with respect to each An, c, and n0. It
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will hereafter be assumed that the complex amplitudes An are
real. This amounts to writing An=�ne�n�r� in Eq. �6�, where
�n is real and �n�r�=0. The amplitudes �n, c, and n0 are
then given by the solutions of the Euler-Lagrange equations,

�	

��n
=

�F
��n

= 0, n = 1,2,3, �13�

�	

�n0
=

�F
�n0

− 
eqc − 
A
eq = 0, �14�

�	

�c
=

�F
�c

− 
eqn0 = 0, �15�

where 
eq

B
eq−
A

B and where 
A
eq and 
B

eq here denote the
dimensionless equilibrium chemical potentials of species A
and B, respectively.

To determine surface energy, Eqs. �13�–�15� are solved in
one dimension, described here by a dimensionless coordinate
ū which measures distance along the unit normal n̂ that de-
fines the orientation of the equilibrium interface under con-
sideration. The explicit form of these one-dimensional �1D�
equations is given by Eqs. �A3�, �A5�, and �A7� in Appendix
A.

Equations �A3�, �A5�, and �A7� are solved subject to
boundary conditions, which are established by the bulk equi-
librium properties of the free energy of Eq. �6� �where An
→�n�. Specifically, for a planar solid-liquid interface, Eqs.
�A3�, �A5�, and �A7� must satisfy

�c,�,�n� → �cL,�L,0� as ū → 
 ,

�c,�,�n� → �cs,�s,�s�cs,�s�� as ū → − 
 , �16�

where cs, cL, �s, and �L denote the equilibrium concentra-
tions and �dimensionless� densities of the bulk solid and liq-
uid phases, and �s minimizes the bulk solid free energy with
respect to �. Appendix B shows how to calculate these
boundary conditions.

C. Bulk free energy

The dimensionless bulk free energy is derived from F in
Eq. �6� by making all amplitudes real and equal, i.e., An
→�, and retaining only the nongradient parts of the free
energy density �i.e., integrand of Eq. �6��. This gives

G��,c,n0� =
15

2
�4 + �4n0 − 6��3 + 3�C�1�c2 + C�2�c + C�3�

+ n0
2 − 3n0 + 3��2 +

n0
4

12
−

n0
3

2
+ �C0

�1�c2 + C0
�2�c

+ C0
�3� + 3�

n0
2

2
+ ��C0

�4� + �2�c + C0
�5� + �1�n0

+ n0�c ln c + �1 − c�ln�1 − c�� �17�

where, here, c, n0, and � represent the bulk �uniform� values
of concentration, density and order parameter in the corre-
sponding solid or liquid phases. �It is recalled that n0 and �
are in units of �̄L, and G in units of kBT�̄L�.

1. Specialization to solid and liquid phases

The free energy density G is specialized to the solid phase
by denoting c=cs, n0=�s and �s=��cs ,�s�, where ��c ,��
solves �G /��=0 for � and is given explicitly by

��c,�� =
3 − 2�

10

+
�− 20�C�3� + C�2�c + C�1�c2� − 51 + 48� − 16�2

10

�18�

Note that the condition �=0 defines an maximum concentra-
tion �via the radical in Eq. �18�� for which a bulk solid can be
defined. The bulk free energy G is hereafter denoted
Gs�cs ,�s� in the solid.

The free energy G is specialized to the liquid phase by
denoting concentration c=cL and density n0=�L, and by set-
ting �=0 �“order” in the liquid is zero�. The bulk free energy
G is denoted GL�cL ,�L� in the liquid.

2. Determination of bulk coefficients: constant density

This subsection illustrates how to determines the coeffi-
cients of Gs and GL by matching the excess �i.e., nonlogarith-
mic� part of the free energy Gs and GL to the Redlich-Kister
form Gex

L =GL1cL+GL2�1−cL�+	LcL�1−cL�, for the liquid,
and Gex

s =Gs1cs+Gs2�1−cs�+	scs�1−cs� for the solid. The
constants GLi and 	i �i=L ,s� are obtained from the Thermo-
Calc database, and are expressed here in units of RT here,
where R is the natural gas constant. It is assumed that the
solid and liquid densities are equal and equal to �̄L. This
amounts to setting �s=�L=1 in Gs and GL defined in Sec.
III C 1.

In the liquid, �=0 in Eq. �17�, and the dimensionless bulk
liquid free energy becomes �setting no=1�,

GL�cL� = �1 − cL�ln�1 − cL� + cL ln cL +
Bo

�1�

2
cL

2 + Bo
�2�cL + Bo

�3�,

�19�

where

Bo
�1� 
 C0

�1� = − 2	L,

Bo
�2� 


C0
�2�

2
+ C0

�4� + �2 = GL1 − GL2 + 	L,

Bo
�3� 


C0
�3�

2
+ C0

�5� + �1 +
13

12
= GL2, �20�

For the bulk solid, the coefficients of the bulk free energy
Gs are obtained by expanding the excess part of Gs to order
O�c2� and then matching the result, order by order, to the
expansion of Gex

s . This yields
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Gs�cs� = �1 − cs�ln�1 − cs� + cs ln cs + �Bo
�1�

2
+ 3C�1��s

2�cs
2

+ �Bo
�2� + 3C�2��s

2�cs + �Bo
�3� + �15/2��s

4 − 2�s
3

+ 3�C�3� + 1��s
2� �21�

where

C�1� = −
10

3
�10	sr

1/2 − Q3/3 − r1/2Q2/3 + 5Bo
�1�r1/2

r3/2 + 2r + r1/2 	 ,

C�2� 
 −
Q

3
,

C�3� 
 −
r + 19

20
, �22�

and where

Q =
100r1/2�Gs2 − Gs1 − 	s + GL1 − GL2 + 	L�

r3/2 + 2r + r1/2 , �23�

while r solves

ar3/2 + br2 + cr + �Gs2 − Gs1 + 13/12� = 0 �24�

�with a=0.002, b=0.00075 and c=0.0015� and �s
��c
=cs , �=1�= �1+�−20Cr�cs�−19� /10, where

Cr�c� = C�3� + C�2�c + C�1�c2 �25�

The top frame in Fig. 1 shows the solid and liquid free
energies Gs�c� �blue curve� and GL�c� �yellow curve� for
Zn-AL at a temperature T=670 K. The bottom frame shows
the free energy landscape G�� ,c� in Eq. �17� from which Gs
and GL are extracted �the parameter no=1�. Also shown in the
top frame is the Redlich-Kister form of the free energy for
each phase. In the case of the liquid, the Redlich-Kister and
amplitude model’s field free energies overlap identically. For
the solid, the amplitude model’s free energy �blue curve�
overlap the Redlich-Kister only partially. This is because Eq.
�17� predicts an order parameter change in the solid �via Eq.
�18�� as c increases past the equilibrium concentration cs; the
thermodynamic database prediction is a curve fit based on
data acquired experimentally for concentrations near equilib-
rium, and extrapolated to all concentrations.

D. Surface tension

Let the solutions of Eqs. �A3�, �A5�, and �A7� across a
planar interface be denoted n0

��ū�, c��ū�, and �n
��ū� �n

=1,2 ,3�. The interface energy is defined as the excess of the
grand potential. Its dimensionless form, �̄, is by �̄
=	��n

��ū� ,c��ū� ,n0
��ū��−	B, where 	B is the dimensionless

grand potential in the bulk solid �or liquid� and ū is the
dimensionless distance along the planar interface �18�. Start-
ing from Eq. �12�, Appendixes A and B yield

�̄ 

�

kBT�̄La
= �

−



 �� f�
�n
��,c�,n0

�� −
n0

�

�s
Gs�cs,�s��

− n0
��c� − cs�
eq − �n0

�

�s
− 1�p	dū �26�

where f�
�n� ,c ,n0� is the integrand of F1D in Eq. �A1� �i.e.,
Eq. �6� for the case of a planar interface�, Gs�cs ,�s� is the
bulk solid free energy defined in Sec. III C 1 and p denotes
the equilibrium pressure �all in units of kBT�̄L�.

IV. CALCULATION OF CRYSTAL-MELT SURFACE
TENSION IN ZN-AL FILMS: CONSTANT DENSITY

This section uses the theory of Sec. III to approximate the
anisotropic surface energy of a solid-liquid interface for 2D
Zn-Al films, where element A denotes Zn and B denotes Al.
For simplicity, the approximation of equal density in the

FIG. 1. �Color online� �Top� Phase field free energies of the
solid �lowest extending curver—blue� and liquid �nearest to the
symbol GL�c�—yellow�. The Redlich-Kister free energies for both
phases are superimposed �topmost extending curve—green� for
solid, indistinguishable from phase field for liquid. �Bottom� 3D
plot of Eq. �17� �no=1�.
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solid and liquid phases is assumed. In this limit Eq. �26�
reduces to �̄=�−



 
f�
�n
�� ,c��−Gs�cs�− �c�−cs�
eq�dū, where

the density has been set to no=1 in f�
�n� ,c ,n0� and
Gs�cs ,�s�.

The Euler-Lagrange equation for the field �1
� �Eq. �A3��

reduces at constant density to

�K1 · n̂�2

2 �M23�c��
�2�1

�

� ū2 + M12�c��
�2�c��1

��
� ū2 	 − 
Cr�c��

+ 2��2
�2 + �3

�2���1
� − �1

�3 + �2
��3

� = 0 �27�

where M12�c� and M23�c� are given by Eqs. �A4� and where
n̂ is the unit normal to the interface. Equations for �2

� and �3
�

are given by analogous permutations of Eq. �27�. The con-
centration equation �Eq. �A7�� reduces to

−
�1�n̂�

2

�2c�

� ū2 − �
m=1

3

�Km · n̂�2�m
� �2�M12�c���m

� �
� ū2 + ln� c�

1 − c��
+ �2C�1�c� + C�2����1

�2 + �2
�2 + �3

�2� + Bo
�1�c� + Bo

�2� = 
eq,

�28�

where �1 is given in Eqs. �A2�.
Equations �27� and �28� are solved using explicit finite

differencing with fictitious time to iterate the equations to
their steady state profiles. Boundary conditions for the bulk
fields are denoted c=cL and �n=0 as ū→−
 and c→cs and
�n=�s�cs� as ū→
. The values of �s, cs, cL, as well as 
eq,
are obtained at a given temperature by applying the common
tangent construction to the solid and liquid bulk free energies
extracted from Eq. �17�, the bulk coefficients of which are
related to the Redlich-Kister coefficients for each phase as
shown in Sec. III C 2. The dimensionless coefficient cs, cL,
and 
eq are given in Table I for five temperatures.

The gradient coefficients multiplying the order parameter
terms of Eqs. �27� and �28� are determined as follows. It is

assumed that at coexistence liquid Zn-Al satisfies ĈAA� �qo�
� ĈBB� �qo�� ĈAB� �qo� �A=Zn and B=Al�. This gives,
M12=0 and M23=C�3��=−�̂LCAA� �qo�. The value of CAA� �qo�
not precisely known for Zn. It is estimated here by compari-
son with MD simulations for pure Ni at coexistence, where it
is found that �̂LCAA� �qo�=−10.40 Å �22�. This is almost iden-
tical to the corresponding quantity for iron, where
�̂LCAA� �qo�=−10.44 Å �14,15�. Taking K1=qo�2 /�3� ĵ, K2

=qo�−î−1 /�3 ĵ�, K3=qo�î−1 /�3 ĵ�, and qo
Zn=2.66 Å, thus

gives C�3���qo
Zn�2=−�̂LCAA� �qo��qo

Zn�2�1.1.

The gradient energy coefficient �1�n̂� multiplying the con-
centration term in Eq. �28� can be shown to be a constant
independent of n̂, and given by �1=3��0


R3C�1���R��dR.
Cahn and Hilliard �23� showed this to be given by the coef-
ficient of the enthalpy of mixing term in the free energy of a
regular solution. It is thus approximated here by 	L�T� /RT
coefficient appearing in the bulk liquid free energy, which
was introduced in Sec. III C 2.

The top frame in Fig. 2 plots the surface energy �̄ versus
the angle � that the interface normal n̂ makes with the x axis.
The parameter �̄o is the isotropic surface energy. Curves for
the temperatures T=662.5,670,675,684,690 K are plotted.
The data suggest that the two dimensional surface energies
can be fit to the form

�̄��,T� = �̄o�T��1 + �6�T�cos�6��� , �29�

which is a reasonable form, as shown in Ref. �16�. The am-
plitudes of the different curves represent the surface energy
anisotropy, �6�T�, which is plotted separately, along with
�̄o�T�, in Fig. 2. The corresponding stiffness, �̄���+ �̄����, for
each temperature is plotted in Fig. 3. The behavior of �6�T�
predicted here for an alloy is to be contrasted with the pre-
diction of �6 for a pure material derived from a Ginzburg-

TABLE I. Far-field parameters cs, cL, and 
eq used to solve Eqs. �27� and �28�. The solid order parameter
�s�cs� is given by Eq. �18�.

T
�K� 690 684 675 670 662.5

cs �10−2� 0.3067 1.0168 2.0419 2.5803 3.3391

cl �10−2� 0.7824 2.5785 5.3679 6.9732 9.4697


eq −1.3359 −0.1555 0.5570 0.8056 1.0898

FIG. 2. �Color online� �Top� Normalized crystal-melt surface
energy versus angle for different temperature. The lowest amplitude
corresponds to the highest temperature �T=690 K�, while the high-
est amplitude to the lowest temperature �T=662.5 K�. �Bottom left�
Anisotropy parameter �6 versus temperature. �Bottom right� The
isotropic surface energy �̄o versus temperature.
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Landau �GL� amplitude model developed in Ref. �16�. In the
latter case it was found that �6 was independent of tempera-
ture, at least at the level of a fourth order GL theory.

A 3D calculation of Haxhimali et al. �24� recently showed
that at least one of the two crystal-melt anisotropy param-
eters in Zn-Al decreases as the average Zn content increases.
This is consistent with the trend of �6�T� in Fig. 2, since
increasing temperatures increases the range of Zn concentra-
tion required for coexistence. The largest value of �6 in Fig.
2 is also close to the anisotropy in a binary system studied by
molecular dynamics by Becker et al. �25�. The variation of
anisotropy in that work is smaller than that in this work
however. This may be due to the small partition coefficient in
their alloy system. Amini et al. �26� similarly found that a
model hard sphere system exhibits a small variation of an-
isotropy versus temperatures—although their predictions are
higher than either our work or that of Becker et al. Finally, it
is also interesting to note that the range of �6 in this work
overlaps with the anisotropy for pure BCC iron reported in
�14�, where �4= ��100−�110� / ��100+�110��0.5–1%.

Experimental work by Passerone et al. �27� and Miller et
al. �28� has shown that the anisotropy in some zinc alloys
increases with decreasing temperature, which is consistent
with the results of this work. These experimental works they
also show that well below the melting point some zinc alloys
can exhibit a transition to faceted interfaces. Ising type mod-
els with short range interactions have shown that a roughen-
ing transition exists at a temperature T�0 in 3D, but only at
T=0 in 2D, at least in the mean field sense without thermal
noise �29�. As a result, it is expected that one must extend the
techniques developed here to 3D in the presence of noise to
predict a roughening transition.

V. CONCLUSION

This single mode density wave expansion used here, and
the coarse-graining formalism used to arrive at an effective

complex amplitude model coupling amplitudes, concentra-
tion, and density can easily be extended to three spatial di-
mensions. The reader is referred to Ref. �21� for an compli-
mentary coarse-graining approach to that used here that
shows the details of this procedure. The application of this
theory to the determination of surface energy anisotropy in
dilute 2D Zn-Al alloys can be directly applicable to quanti-
tative phase field simulations of dendritic solidification of
zinc coatings.

It was found that both the isotropic and anisotropic parts
of the surface energy ��̄iso and �6� were dependent on tem-
perature. In this temperature dependence there is buried an
implicit concentration dependence due to impurity segrega-
tion ��c�T�=cL−cs�, since an analogous model studied re-
cently for a pure material �16� revealed no change in aniso-
tropy parameter as temperature �and average density�
changed. It would be useful to explicitly separate out this
concentration dependence into the form �6�T�

 �̄6�T ,�co�T��. This can be accomplished by considering
ternary alloy system, where it is possible to change in the
concentration of a ternary component in order to induce a
corresponding change in the solid-liquid coexistence concen-
trations of the primary and secondary components without
changing temperature. This system can be treated as an ef-
fective binary in which changes of �co can be induced at
constant temperature �30�.

As a final comment, it is noted that Eqs. �20� and �22� can
in principle be used to relate the properties of the correlation

functions ĈAA, ĈBB, and ĈAB, at �k�=qo and �k�=0, to the
coefficients of the bulk free energies, which are determinable
from some thermodynamic database. In the present approxi-
mation of equal solid and liquid density, Eqs. �20� and �22�
become undetermined, requiring a higher order amplitude,
concentration and density expansion of the amplitude model
to acquire more equations. However, since only the form of
the free energy was considered in this work, only groupings
of coefficients �i.e., the effective coefficients, Bo

�1�, Bo
�2�, Bo

�3�,
C�1�, C�2�, and C�3�� were fit from thermodynamic data.
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APPENDIX A: EULER LARGRANGE EQUATIONS

Equations �13�–�15� are written in 1D with respect to a
variable ū transverse to a planar interface defined by the unit

normal n̂ which is at an angle � to the x axis �i.e., n̂
 n̂xî

+ n̂j ĵ=cos �î+sin � ĵ�. Their explicit form is obtained by ex-
tremizing F with respect to �n, c and n0 �i.e., An→ real am-
plitudes �n�. For the case of a planar interface F becomes

FIG. 3. �Color online� Wulf plots of �̄���+ �̄���� for the tem-
peratures corresponding to Fig. 2. Inner most curve corresponds to
T=690 K, while the outer most curve to T=662.5 K.
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F1D�
�n�,c,n0� = �
−



 ��
i=1

3 �H�c,n0��i
2 +

�i
4

2
+ �i

2�
j�i

� j
2	

+ 2�2n0 − 3��
i=1

3

�i + n0�c ln�c� + �1

− c�ln�1 − c�� + G2�c�n0 + G3�c�
n0

2

2
−

n0
3

2

+
n0

4

12
+ �

m=1

3

�Km · n̂�2�C�3��

2 � ��m

� ū
�2

+
C�2��

2

��m

� ū

��c�m�
� ū

+
C�1��

2 � ��c�m�
� ū

�2	
+

�3�n̂�
4 � �n0

� ū
�2

+
�2�n̂�

4

��cn0�
� ū

�n0

� ū

+
�1�n̂�

4 � ��cn0�
� ū

�2�dū �A1�

where the following definitions have been made

H�c,n0� 
 C�1�c2 + C�2�c + C�3� + n0
2 − 3n0 + 3,

G2�c� 
 �C0
�4� + �2�c + C0

�5� + �1,

G3�c� 
 �C0
�1�c2 + C0

�2�c + C0
�3� + 3� ,

�m�n̂� 
 n̂i�ij
�m�n̂j, m = 1,2,3. �A2�

The constants appearing on the right hand sides of Eqs. �A2�
are defined in Sec. II B.

Variation of F1D with respect to �n yields

�Kn · n̂�2

2 �M23�c�
�2�n

� ū2 + M12�c�
�2�c�n�

� ū2 	 − �H�c,n0�

+ 2 �
m�n

�m
2 ��n − �n

3 − �2n0 − 3� �
m�n

�m = 0, n = 1,2,3,

�A3�

where

M12�c� 
 C�1��c +
C�2��

2
,

M23�c� 

C�2��

2
c + C�3��. �A4�

Variation of F1D with respect to n0 yields

�23�c�
4

�2n0

� ū2 +
�12�c�

4

�2�cn0�
� ū2 −

1

3
n0

3 +
3

2
n0

2 − �G3�c�

+ 2�
m

�m
2 �n0 + 3�

m

�m
2 − 4�1�2�3 − �c ln�c�

+ �1 − c�ln�1 − c�� − G2�c� + 
eqc + 
A
eq = 0, �A5�

where

�23�c� 
 2�3�n̂� + �2�n̂�c ,

�12�c� 
 �2�n̂� + 2�1�n̂�c . �A6�

Variation of F1D with respect to c yields

n0�1�n̂�
2

�2�n0c�
� ū2 + �

m

�Km · n̂�2�m
�2�M12�c��m�

� ū2

+
n0�2�n̂�

4

�2n0

� ū2 − �C0
�1�n0

2 + 2C�1��
m

�m
2 �c

− n0 ln� c

1 − c
� −

C0
�2�

2
n0

2 − �C0
�4� + �2�n0 − C�2��

m

�m
2

+ 
eqn0 = 0. �A7�

APPENDIX B: PHASE COEXISTENCE CONDITIONS

The calculation of the surface energy requires the steady
state solutions �

n
*�ū�, n

0
*�ū�, and c*�ū� obtained by minimiz-

ing Eq. �6� in a planar interface geometry. The resulting dif-
ferential equations for these fields require suitable boundary
conditions for c*�ū�, n

0
*�ū�, and �

n
*�ū� far from the interface.

These far-field values are denoted �cs ,�s ,�min�cs ,�s�� for a
solid phase and �cL ,�L ,�=0� for a liquid phase. They are
found by considering phase equilibrium between a bulk solid
and liquid, described, respectively, by the free energy densi-
ties Gs and GL in Sec. III C. A procedure for doing this is
briefly outlined here.

1. General representation

Phase equilibrium between solid and liquid phases of a
binary mixture are found by equating chemical potentials
of species A and B �denoted 
A

eq, 
B
eq, respectively� and the

pressures in the two phases �18,31�. Specifically,


A
s ��A

s ,�B
s � = 
A

L��A
L,�B

L� = 
A
eq,


B
s ��A

s ,�B
s � = 
B

L��A
L,�B

L� = 
B
eq,

ps��A
s ,�B

s � = pL��A
L,�B

L� = p , �B1�

where �I
J denotes the average density �assumed here in

�moles /m3�� of component I�=A ,B� in phase J�=s ,L� and


I
J��A

J ,�B
J � = �� fJ��A

J ,�B
J �/��I

J�T,N �B2�

denotes the chemical potential �assumed here in �J/mol�� of
component I in phase J, with fJ being the Gibb’s free energy
density �J /m3�. Moreover,

pJ��A
J ,�B

J � = �
I

�I
J
I

J��A
J ,�B

J � − fJ��A
J ,�B

J � �B3�

denotes the pressure of phase J. The right hand sides of Eqs.
�B1� are, respectively, the equilibrium chemical potentials of
component A �
A

eq� and B �
B
eq� and the equilibrium pressure

of the system.
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Equations �B1� comprise six nonlinear equations in eight
unknowns. However, the Gibb’s phase rule limits to two
the degrees of freedom that can be varied while maintain-
ing phase coexistence between two alloy phases �31�. It is
thus necessary to fix two of T, p, 
A

eq, or 
B
eq in order to

uniquely specify an equilibrium state. The natural choice
here is to fix temperature �T� and pressure �p�, thus reducing
Eqs. �B1� six nonlinear equations in the six unknowns
��A

s ,�B
s ,�A

L ,�B
L ,
A

eq ,
B
eq�.

2. Reduced variable representation

It is useful to recast the system of Eqs. �B1� in terms of
the dimensionless densities �s ,�L, concentrations cs ,cL, and
free energies G used in the text. Use is made first of the
mappings �B

J =�JcJ and �A
J = �1−cJ��J, where J=s ,L. More-

over, instead of working with 
A
eq and 
B

eq, it is convenient to
define and work with the interpotential


eq 
 
B
eq − 
A

eq. �B4�

Free energy is rescaled according to fJ��A
J ,�B

J � /RT�̄L
→GJ�cJ ,�J�, where R is the natural gas constant. The densi-
ties �s and �L are rescaled by �̄L, where �̄L is a reference
density, while pressure p is in units of RT�̄L and 
eq in units
of RT. In terms of these dimensionless variables Eqs. �B1�
can be manipulated, after some algebra, to give

1

�s

�Gs

�cs
= 
eq,

1

�L

�GL

�cL
= 
eq,

GL�cL,�L�
�L

−
Gs�cs,�s�

�s
= �cL − cs�
eq + � 1

�s
−

1

�L
�p ,

�L

�GL

��L
− GL = p ,

�s

�Gs

��s
− Gs = p . �B5�

Equations �B5� can be solved to give the reduced values of
�cs ,cL ,�s ,�L ,
eq�. The reduced chemical potential 
A

eq is
given by 
A

eq= 
p+Gs�cL ,�s�� /�s−cs

eq.

3. Equal densities

For the special case where the solid and liquid densities
are equal and set to the average alloy density, i.e., �L=�s
=1, the number of unknowns reduces to �cs ,cL ,
eq�. These
three parameters are found by solving the first three of Eqs.
�B5�,

�Gs�cs�
�cs

= 
eq,

�GL�cL�
�cL

= 
eq,

GL�cL� − Gs�cs� = �cL − cs�
eq. �B6�

Equations �B6� comprise the usual common tangent con-
struction

�1� A. Karma and W.-J. Rappel, Phys. Rev. E 57, 4323 �1998�.
�2� B. Echebarria, R. Folch, A. Karma, and M. Plapp, Phys. Rev.

E 70, 061604 �2004�.
�3� R. Folch and M. Plapp, Phys. Rev. E 72, 011602 �2005�.
�4� C. Tong, M. Greenwood, and N. Provatas, Phys. Rev. B 77,

064112 �2008�.
�5� N. Provatas, N. Goldenfeld, and J. Dantzig, Phys. Rev. Lett.

80, 3308 �1998�.
�6� N. Provatas, J. Dantzig, and N. Goldenfeld, J. Comput. Phys.

148, 265 �1999�.
�7� B. P. Athreya, N. Goldenfeld, J. A. Dantzig, M. G. Greenwood,

and N. Provatas, Phys. Rev. E 76, 056706 �2007�.
�8� K. R. Elder, M. Katakowski, M. Haataja, and M. Grant, Phys.

Rev. Lett. 88, 245701 �2002�.
�9� P. Stefanovic, M. Haataja, and N. Provatas, Phys. Rev. Lett.

96, 225504 �2006�.
�10� K. R. Elder, N. Provatas, J. Berry, P. Stefanovic, and M. Grant,

Phys. Rev. B 75, 064107 �2007�.
�11� T. V. Ramakrishnan and M. Yussouff, Phys. Rev. B 19, 2775

�1979�.
�12� W. H. Shih, Z. Q. Wang, X. C. Zeng, and D. Stroud, Phys. Rev.

A 35, 2611 �1987�.

�13� B. P. Athreya, N. Goldenfeld, and J. A. Dantzig, Phys. Rev. E
74, 011601 �2006�.

�14� K. A. Wu, A. Karma, J. J. Hoyt, and M. Asta, Phys. Rev. B 73,
094101 �2006�.

�15� K. A. Wu and A. Karma, Phys. Rev. B 76, 184107 �2007�.
�16� S. Majaniemi and N. Provatas, Phys. Rev. E 79, 011607

�2009�.
�17� K. R. Elder, Z.-F. Huang, and N. Provatas, Phys. Rev. E 81,

011602 �2010�.
�18� V. I. Kalikmanov, Statistical Physics of Fluids �Springer-

Verlag, Berlin, 2001�.
�19� R. Evans, Adv. Phys. 28, 143 �1979�.
�20� This assumes that amplitudes of each density are small relative

to the average total density �̄s. This assumption can occur in
some weakly first order transitions but need not be generally
true.

�21� Z.-F. Huang, K. R. Elder, and N. Provatas, Phys. Rev. E 82,
021605 �2010�.

�22� K. A. Wu, A. Adland, and A. Karma, Phys. Rev. E 81, 061601
�2010�.

�23� J. W. Cahn and J. E. Hilliard, J. Chem. Phys. 28, 258 �1958�.
�24� T. Haxhimali, A. Karma, F. Gonzales, and M. Rappaz, Nature

PHASE-FIELD-CRYSTAL CALCULATION OF CRYSTAL-… PHYSICAL REVIEW E 82, 041601 �2010�

041601-9

http://dx.doi.org/10.1103/PhysRevE.57.4323
http://dx.doi.org/10.1103/PhysRevE.70.061604
http://dx.doi.org/10.1103/PhysRevE.70.061604
http://dx.doi.org/10.1103/PhysRevE.72.011602
http://dx.doi.org/10.1103/PhysRevB.77.064112
http://dx.doi.org/10.1103/PhysRevB.77.064112
http://dx.doi.org/10.1103/PhysRevLett.80.3308
http://dx.doi.org/10.1103/PhysRevLett.80.3308
http://dx.doi.org/10.1006/jcph.1998.6122
http://dx.doi.org/10.1006/jcph.1998.6122
http://dx.doi.org/10.1103/PhysRevE.76.056706
http://dx.doi.org/10.1103/PhysRevLett.88.245701
http://dx.doi.org/10.1103/PhysRevLett.88.245701
http://dx.doi.org/10.1103/PhysRevLett.96.225504
http://dx.doi.org/10.1103/PhysRevLett.96.225504
http://dx.doi.org/10.1103/PhysRevB.75.064107
http://dx.doi.org/10.1103/PhysRevB.19.2775
http://dx.doi.org/10.1103/PhysRevB.19.2775
http://dx.doi.org/10.1103/PhysRevA.35.2611
http://dx.doi.org/10.1103/PhysRevA.35.2611
http://dx.doi.org/10.1103/PhysRevE.74.011601
http://dx.doi.org/10.1103/PhysRevE.74.011601
http://dx.doi.org/10.1103/PhysRevB.73.094101
http://dx.doi.org/10.1103/PhysRevB.73.094101
http://dx.doi.org/10.1103/PhysRevB.76.184107
http://dx.doi.org/10.1103/PhysRevE.79.011607
http://dx.doi.org/10.1103/PhysRevE.79.011607
http://dx.doi.org/10.1103/PhysRevE.81.011602
http://dx.doi.org/10.1103/PhysRevE.81.011602
http://dx.doi.org/10.1080/00018737900101365
http://dx.doi.org/10.1103/PhysRevE.82.021605
http://dx.doi.org/10.1103/PhysRevE.82.021605
http://dx.doi.org/10.1103/PhysRevE.81.061601
http://dx.doi.org/10.1103/PhysRevE.81.061601
http://dx.doi.org/10.1063/1.1744102
http://dx.doi.org/10.1038/nmat1693


Mater. 5, 660 �2006�.
�25� C. A. Becker, D. Olmsted, M. Asta, J. J. Hoyt, and S. M.

Foiles, Phys. Rev. Lett. 98, 125701 �2007�.
�26� M. Amini and B. B. Laird, Phys. Rev. B 78, 144112 �2008�.
�27� A. Passerone and N. Eustathopoulos, Acta Metall. 30, 1349

�1982�.
�28� W. A. Miller and G. A. Chadwick, Proc. R. Soc. London, Ser.

A 312, 257 �1969�.
�29� K. K. Mon, S. Wansleben, D. P. Landau, and K. Binder, Phys.

Rev. Lett. 60, 708 �1988�.
�30� J. J. Hoyt, private communication.
�31� L. Landau and E. Lifsitz, Statistical Physics, 3rd ed.

�Butterworth-Heinemann, Oxford, 1987�.

NIKOLAS PROVATAS AND SAMI MAJANIEMI PHYSICAL REVIEW E 82, 041601 �2010�

041601-10

http://dx.doi.org/10.1038/nmat1693
http://dx.doi.org/10.1103/PhysRevLett.98.125701
http://dx.doi.org/10.1103/PhysRevB.78.144112
http://dx.doi.org/10.1016/0001-6160(82)90154-7
http://dx.doi.org/10.1016/0001-6160(82)90154-7
http://dx.doi.org/10.1098/rspa.1969.0152
http://dx.doi.org/10.1098/rspa.1969.0152
http://dx.doi.org/10.1103/PhysRevLett.60.708
http://dx.doi.org/10.1103/PhysRevLett.60.708

